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Message from the Vice Chancellor

It gives me immense pride and joy to announce the launch of our new journal, 
International Journal of Science & Technology (PRAGYANAM), spearheaded 
by the Department of Engineering and Technology, Gurugram University, 
Gurugram, Haryana (India). This initiative marks a significant milestone in 
our academic journey, reflecting our unwavering commitment to fostering 
innovation, research excellence and interdisciplinary collaboration.

PRAGYANAM is not merely a journal; it is a visionary platform created to 
nurture the spirit of inquiry, encourage scholarly exchange, and promote global 
research dialogue. By bridging the gap between fundamental research and real-

world application, this journal is poised to become a catalyst for scientific advancement and societal 
transformation.

IJST (PRAGYANAM) will cover a broad spectrum of topics in science and technology—from 
advancements in artificial intelligence to applied sciences, renewable energy systems, cutting-edge 
material science, robotics, communication networks, and sustainable engineering practices. By 
embracing these diverse areas, the journal aims to become a trusted source of knowledge for both 
academia and industry.

This scholarly initiative also reflects our university’s strategic goal to elevate its academic standing 
through impactful research, international collaborations and fostering a culture of publication and 
innovation. It stands as a testament to our belief that knowledge must continuously evolve and be 
disseminated to serve humanity at large.

This endeavour would not have been possible without the relentless dedication and meticulous efforts 
of the editorial team. Their vision, hard work and attention to detail have ensured that this journal 
upholds the highest standards of quality and relevance. I commend their commitment and enthusiasm 
in bringing this dream to fruition.

I extend my heartfelt congratulations to the editorial team and all contributors who have worked 
tirelessly to bring this vision to life. I am confident that the journal will pave the way for many young 
researchers and academicians to contribute meaningfully to the world of science and technology.

May IJST (PRAGYANAM) inspire and ignite the minds of many in the years to come.

Extending heartfelt wishes for the grand success of this prestigious academic endeavour of international 
acclaim!

Prof. Sanjay Kaushik

Chief Patron – IJST (PRAGYANAM) &  
Vice Chancellor 

Gurugram University, Gurugram (India)
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Foreword

Dear Readers,

As the Editor-in-Chief of the Gurugram University Journal – “International Journal of  Science & Technology 
(PRAGYANAM)”, I am thrilled to present its latest edition showcasing cutting-edge research and innovative 
findings across various interdisciplinary fields. Welcome to the “First Edition (Jan-Dec 2025 issue)” of our 
Journal where we bring together insights and innovations from the diverse fields of Engineering & Technology, 
Computer Science and Applied Sciences disciplines. As we navigate the complex landscape of modern research, 
our journal serves as a platform for interdisciplinary dialogue and collaboration, fostering a deeper understanding 
of the interconnection between these domains.

In this issue, we are proud to present a wide array of articles that delve into cutting-edge research and thought-
provoking analysis. From advancements in engineering that push the boundaries of technological innovation to 
strategic insights in management that shape the future of organizations, each contribution represents a unique 
perspective on the challenges and opportunities facing our world today.

In the realm of Applied Sciences, our contributors explore groundbreaking discoveries that have the potential 
to revolutionize industries and improve quality of life. From breakthroughs in technology to its innovative 
applications in day-to-day modern life, the interdisciplinary nature of our journal allows for the cross-pollination 
of ideas and the emergence of novel solutions to complex problems.

As editors, we are continually inspired by the dedication and passion of our contributors, whose innovative 
research work reflects the diversity and richness of the interdisciplinary landscape. We are genuinely grateful for 
their commitment to advancing knowledge and driving positive change in their respective fields.

In this endeavour, I wish to express my heartfelt gratitude to our Hon’ble Vice Chancellor, Prof. Sanjay Kaushik 
of Gurugram University, for his visionary leadership in fostering a strong research culture across the university 
and its affiliated colleges. I am deeply thankful to our esteemed Patron, Dr. Sanjay Arora (Registrar), for his 
unwavering faith in the capabilities of the editorial team. I would also like to acknowledge the continuous 
support and insights of the National and International Advisory Board Members of the journal.

I wish to extend my deep appreciation to the committed efforts of our editorial team in creating the first edition of 
our yearly international journal. Being associated with  IJST (PRAGYANAM) is both an honour and a humbling 
privilege, given its dedication to maintaining the utmost standards of research excellence. I encourage the team 
to persist in their diligent efforts to ensure the journal’s inclusion and indexing in reputable citation databases.

We invite our readers to engage with the content presented in this issue, to explore new ideas and to join us in the 
pursuit of interdisciplinary excellence. Together, let us continue to push the boundaries of knowledge and create 
a better, more sustainable future for all.

Thank you for your continued support!

Prof. S. S. Tyagi
Editor-in-Chief
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Editorial Note

It is with great pride and enthusiasm that I present the inaugural edition of the “International Journal of Science 
& Technology (PRAGYANAM)”, the journal of the Department of Engineering and Technology, Gurugram 
University, Gurugram. This journal is built on the conviction that science and technology are the driving forces 
behind progress, offering innovative solutions to global challenges and paving the way for new discoveries.

As we launch this first edition, I am pleased to introduce a diverse collection of articles that highlight groundbreaking 
research across a wide array of disciplines. From Artificial Intelligence and Machine Learning to sustainable 
energy solutions, biotechnology, semiconductors, optical and nano-physics, this edition encapsulates the dynamic 
nature of contemporary scientific research and technological advancements. Each research contribution is a 
reflection of the efforts of researchers, practitioners, and scholars dedicated to expanding the horizons of human 
understanding in science and technology.

The research presented here showcases the potential of cutting-edge technologies to address present-day global 
challenges and create a more sustainable, connected future. This edition consists of two sections—the first 
presents 11 research papers, followed by a book review.

The first paper titled, “Nickel-Based Nanocomposites with Tunable Optical Properties for Sustainable Solar 
Energy Solutions” by Soumya Rai, Himani Chaudhary, Peeyush Phogat, Shreya, Ranjana Jha & Sukhvir Singh 
explores the development of nickel-based nanocomposites with tunable optical properties to enhance solar energy 
efficiency. By manipulating these optical characteristics, the authors offer a promising solution to improve solar 
energy conversion and advance sustainable energy strategies.

Mohd. Amir, Mukesh Pratap Singh & Iram Masood contribute the paper titled, “Absorption Enhancement in 
Silicon Solar Cells by Incorporation of Metal Nanoparticles”, which investigates how metal nanoparticles can 
enhance light absorption in silicon solar cells. Their findings demonstrate a significant improvement in solar cell 
efficiency, pointing to more effective energy harvesting solutions.

The paper titled “Morphological and Optical Analysis of Tungsten Oxide Nanosheets for Gas Sensing Applications” 
by Tamanna Jindal, Peeyush Phogat, Shreya, Ranjana Jha & Sukhvir Singh presents a comprehensive study on 
tungsten oxide nanosheets, emphasizing their gas-sensing potential by analyzing their morphological and optical 
characteristics for industrial and environmental applications.

The next contribution, titled “Organic Solar Cell Based with Inorganic Transport Layers: Performance Analysis 
and Optimization” by Iram Masood, Mukesh Pratap Singh & Mohd. Amir, investigates the optimization of 
organic solar cells using inorganic transport layers. The study suggests enhanced charge transport and improved 
device stability—crucial for the future of efficient solar energy devices.

“A Learning-Based Model for Wheat Disease Detection and Classification” by Rakesh Garg, Neetu Singla, 
Charu, Sachin Lalar & Shubham Goel introduces a machine learning model utilizing image processing 
for early detection and classification of wheat diseases, supporting timely interventions and reducing crop  
losses.

The paper “Energy Consumption Trends in India and Its Impact on the Indian Economy” by Meraj Alam, Rajesh 
Kumar Saluja, Priyanka Vashisht, Nishi Gupta & Rashmi Jha studies India’s energy consumption patterns and 
their broader economic impact. It highlights key challenges and opportunities, offering insights into sustainable 
economic growth aligned with energy efficiency.
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xii    Editorial Note

A notable research titled “Trajectory Tracking Control of a Two-Link Manipulator Including Actuator Dynamics 
Based on Sliding Mode Controller” by Manju Rani & Naveen Kumar focuses on improving robotic trajectory 
tracking using sliding mode control, significantly enhancing the accuracy and reliability of industrial automation 
systems.

“Study of Wave Propagation in Piezo-Visco-Thermo-Elastic Material” by Vipin Gupta & Daksh Sen offers a 
theoretical framework for understanding wave behavior in complex elastic materials, with implications in sensor 
technology and energy harvesting.

The paper “Fixed Point for Chatterjea Contraction and Its Application to Cauchy Problem” by Anshuka Kadyan, 
Savita Rathee & Anil Kumar explores fixed point theory and its application to the Cauchy problem, offering new 
mathematical approaches for solving differential equations.

“Techniques of Improving Electric Characteristics of Si Strip Sensors Equipped Using Various Isolation Methods” 
by Ranjeet Dalal investigates isolation techniques to enhance the performance of silicon strip sensors, which are 
critical in high-energy physics and medical imaging applications.

The final research paper, “Visual Narratives: Enhancing Image Captioning with CNN-RNN-LSTM Fusion” 
by Kapil Kumar Choudhary, Naveen Kumar & Dishant Kumar, introduces a fusion model using CNN, RNN, 
and LSTM to enhance image captioning. This method improves contextual relevance in visual recognition and 
language processing, advancing AI technologies.

The Book Review section includes a review of “Machine Learning Using Python” by Manaranjan Pradhan 
and U. Dinesh Kumar. The reviewer, Rashmi Jha, finds the book to be a well-structured and practical guide for 
beginners in machine learning. It comprehensively covers essential concepts in a lucid manner, serving as a 
useful reference for both students and professionals.

Each of these studies contributes valuable insights—from sustainable technologies to advancements in artificial 
intelligence and robotics. The PRAGYANAM journal aspires to be a global platform for high-quality research 
that expands the boundaries of knowledge while delivering practical solutions to improve lives and shape the 
future. With a steadfast commitment to academic integrity, the journal upholds rigorous peer-review standards to 
ensure scholarly excellence in every publication.

I express my heartfelt gratitude to all contributors, reviewers, editors and supporters who made this milestone 
possible. I would like to extend my immense gratitude to Prof. Sanjay Kaushik, Hon’ble Vice Chancellor and the 
Chief Patron of Gurugram University, for his constant support and motivation throughout the journal publication 
process. I am also thankful to our esteemed Patron, Dr. Sanjay Arora (Registrar), for his help in making the journal 
publication a success. Your insights and direction were instrumental in every step. I sincerely acknowledge the 
visionary leadership and academic mentorship of Prof. S.S. Tyagi – Editor-in-Chief, whose support has been 
instrumental throughout this journey. I also thank the Associate Editors – Dr. Charu Gandhi, Dr. Rakesh Garg, 
Dr. Archana Dixit and Dr. Ranjeet for their editorial skills, valuable contributions and timely support. My deep 
appreciation also goes to the International Editorial Board Members, Prof. Hari M. Upadhyaya, Prof. Praveen 
Kumar and Dr. Kusum Yadav for their scholarly insights and global perspective that added immense value to this 
edition. 

PRAGYANAM aims to be a valuable resource for students, educators, researchers and professionals worldwide, 
fostering a dynamic community dedicated to advancing science, technology and societal progress.

Prof. Rashmi Jha
(Editor)



Nickel-Based Nanocomposites with Tunable Optical Properties for 
Sustainable Solar Energy Solutions

Soumya Rai1, Himani Chaudhary2, Peeyush Phogat3, Shreya4, Ranjana Jha5 & Sukhvir Singh6

Abstract
The increasing global demand for efficient solar energy harvesting materials has fueled the development of 
innovative nanocomposites. Among these, Nickel hydroxide/nickel sulphide (Ni(OH)

2
/NiS) and nickel oxide/nickel 

sulphide (NiO/NiS) nanocomposites hold great promise owing to their distinct structural and optical properties. 
These nanocomposites were synthesized using the hydrothermal method, a process that ensures uniformity and 
high-quality material production. Structural analysis via X-ray diffraction (XRD) revealed hexagonal crystalline 
structures for Ni(OH)

2
 and NiS, while NiO exhibited a cubic structure. Morphological studies using Field Emission 

Scanning Electron Microscopy (FESEM) highlighted distinct features: 2D nanosheets were observed for Ni(OH)
2
, 

NiO, and NiO/NiS, whereas Ni(OH)
2
/NiS exhibited intriguing broccoli-like structures. Optical characterization 

through UV-Visible spectroscopy demonstrated a significant reduction in band gaps, from 4.4 eV for Ni(OH)
2
 

and 3.1 eV for NiO to 1.08 eV and 1.3 eV in their respective nanocomposites. This band gap narrowing enhances 
light absorption, making these materials highly suitable for solar energy applications. FT-IR analysis highlighted 
distinctive peaks especially in the fingerprint regions, such as the Ni-O vibrations and the C=S stretching, confirming 
the successful incorporation of NiS into the nanocomposites. These findings underline the potential of Ni(OH)

2
/

NiS and NiO/NiS nanocomposites as cost-effective and high-performance alternatives for solar cells, advancing 
sustainable energy technologies and opening the door to more effective photovoltaic systems.

Keywords: Nickel Hydroxide, Nickel Oxide, Nickel Sulphide, Optical Properties, Solar Cells
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Introduction

The increasing requirement for renewable energy 
alternatives has driven significant research 

into advanced materials for solar cells, focusing on 
enhancing efficiency, stability, and cost-effectiveness. 
Scientists aim to develop innovative materials that 
not only improve energy conversion rates but also 
offer long-term durability and affordability. This 
endeavour is essential to reducing dependency on 

fossil fuels and supplying the world’s energy demands 
in a sustainable manner and advancing the adoption 
of clean, renewable energy technologies [1]-[7]. Solar 
cells harness sunlight to generate electricity via the 
photovoltaic effect, a process that relies heavily on 
the properties of semiconducting materials. These 
materials are engineered to optimize light absorption, 
efficiently capturing solar energy, and to enhance 
charge carrier dynamics, ensuring effective separation 
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and transport of holes and electrons. The performance 
of solar cells depends on the careful design and 
selection of these semiconductors to achieve high 
efficiency and sustainability [8]-[12]. Nickel-based 
compounds, particularly nickel hydroxide (Ni(OH)2) 
and nickel oxide (NiO), have attracted a lot of interest 
because of their potential in energy applications and 
because of their distinct optical, electrochemical, and 
electronic characteristics. These compounds exhibit 
excellent catalytic activity, high stability, and efficient 
charge storage capabilities, rendering them appropriate 
for a range of uses, including energy storage devices, 
supercapacitors, batteries, and electrocatalysis. 
Their ability to facilitate efficient electron transfer 
and energy conversion processes positions them as 
promising materials for advancing sustainable energy 
technologies [13]-[16]. 

Nickel hydroxide (Ni(OH)2), composed of nickel (Ni²+) 
and hydroxide (OH–) ions, is a versatile and widely 
utilized material in energy storage systems. It plays a 
crucial role in nickel-metal hydride (NiMH) batteries, 
where it serves as the active electrode material. Its high 
energy density, stability, and efficient charge-discharge 
characteristics make it essential for rechargeable battery 
technologies [17]. Its layered structure facilitates 
ion transport, making it a promising candidate for 
energy applications [18]-[22]. However, Ni(OH)2 
alone faces significant challenges when used in solar 
cell applications, such as low electrical conductivity, 
limited visible light absorption, and potential instability 
under operational conditions. These limitations make 
Ni(OH)2 less effective as a photoactive material for 
efficient energy conversion in solar cells. The low 
conductivity hampers the efficient transport of charge 
carriers, while the restricted absorption of visible 
light reduces its overall performance in harnessing 
solar energy. Additionally, Ni(OH)2’s susceptibility to 
degradation under varying environmental conditions 
can affect the longevity and stability of solar devices. 

To address these drawbacks, Ni(OH)2 can be thermally 
treated or calcined to form nickel oxide (NiO), a more 
robust and thermally stable material. NiO possesses a 
wide band gap and p-type semiconducting properties, 
which enhance its suitability for solar cell applications. 
These improvements in electrical and optical properties 
make NiO a more effective material for increasing the 
efficiency and stability of solar cells [23]-[27]. The 

transformation of nickel hydroxide (Ni(OH)2) into 
nickel oxide (NiO) involves heating the material to 
remove water, resulting in a crystalline NiO structure 
with improved chemical stability and thermal resistance. 
NiO’s wide band gap makes it a suitable material 
for charge transport layers in solar cells, enhancing 
efficiency in energy conversion. However, its limited 
absorption in the visible spectrum restricts its ability 
to function effectively as a standalone photoactive 
material. To address this challenge, researchers have 
focused on combining NiO with narrow-bandgap 
semiconductors to create hybrid nanocomposites. 
These hybrid structures aim to leverage the strengths 
of both materials, optimizing performance. 

Nickel sulfide (NiS), known for its excellent visible 
light absorption and catalytic properties, has emerged 
as a promising candidate for these hybrid systems. By 
integrating NiS with NiO, these nanocomposites can 
potentially overcome the optical limitations of NiO, 
improving the efficiency of applications such as solar 
energy conversion [28]-[31]. The integration of NiS 
into Ni(OH)2 or NiO matrices results in nanocomposites 
with synergistic properties, including enhanced light 
absorption in both UV and visible region and reduced 
energy bandgap. These enhancements are critical for 
achieving higher solar energy conversion efficiencies. 

Recent studies have explored a wide range of materials 
to enhance the efficiency and cost-effectiveness of 
solar cells, focusing on perovskites [32]-[34], quantum 
dots [35]-[37], and metal oxides [38]-[40]. Perovskites 
have shown exceptional performance in solar cell 
applications due to their high-power conversion 
efficiencies, but their stability issues and potential 
toxicity present significant challenges for long-term 
use and commercial scalability [41]. Quantum dots, 
on the other hand, offer the advantage of tunable 
band gaps, allowing for precise control over the 
light absorption spectrum. However, their complex 
fabrication processes and potential issues with stability 
and scalability hinder their widespread application. 
Metal oxides including titanium dioxide (TiO2) and zinc 
oxide (ZnO) are widely utilized as electron transport 
materials in solar cells. Although they offer good 
electron mobility and stability, they often lack sufficient 
light absorption properties in the visible range, limiting 
their overall efficiency in solar energy conversion[42]. 
These challenges continue to drive research into new, 
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more effective materials. Nickel-based materials are 
highly regarded for their environmental compatibility, 
cost-effectiveness, and ease of synthesis, making 
them excellent candidates for sustainable solar energy 
applications. Their abundant availability, low cost, and 
efficient performance in energy conversion processes 
ensure they are an attractive alternative to more 
expensive or environmentally harmful materials in 
solar technologies. 

This study investigates the hydrothermal synthesis 
of nickel hydroxide (Ni(OH)2) and its subsequent 
calcination to nickel oxide (NiO), followed by the 
integration of nickel sulfide (NiS) to form Ni(OH)2/NiS 
and NiO/NiS nanocomposites. These nanocomposites 
are further investigated on the basis of their structural, 
optical, morphological and chemical properties. The 
combination of Ni(OH)2 and NiO, both of which 
are known for their wide-bandgap stability, with 
NiS, a material renowned for its excellent visible 
light absorption and catalytic efficiency, results in 
the creation of advanced nanocomposites. These 
nanocomposites effectively address the limitations 
of each individual component, enhancing the overall 
performance of solar energy devices. The Ni(OH)2/NiS 
and NiO/NiS nanocomposites exhibit enhanced optical 
absorption properties, particularly in the visible light 
spectrum, making them highly suitable for solar energy 
harvesting. Additionally, the materials show improved 
stability, crucial for long-term efficiency in photovoltaic 
applications. The synergistic effect between the 
components contributes to better charge separation 
and transport, leading to higher photocatalytic and 
photovoltaic performance compared to individual 
Ni(OH)2, NiO, or NiS materials.

The study highlights that these nickel-based 
nanocomposites hold significant promise as cost-
effective and sustainable solutions for next-generation 
solar cells. Their synthesis through a relatively simple 
hydrothermal method, followed by calcination, offers 
a scalable approach for large-scale production. The 
integration of NiS enhances the overall material 
properties, enabling the development of efficient 
photovoltaic materials that can contribute to the 
global transition towards cleaner, renewable energy 
sources. This work represents a significant step toward 
advancing solar technologies, positioning nickel-based 

nanocomposites as key materials for future energy 
harvesting systems.

EXPERIMENTAL SECTION

Chemicals Used

The chemicals and reagents used in the synthesis 
process are listed in Table 1, detailing their manufacturer 
names and purity percentages. Absolute ethanol and 
de-ionized (DI) water with a resistivity greater than 
5M were utilized for synthesis and cleaning steps, 
ensuring high-quality and contamination-free results. 
These high-purity solvents played a crucial role in 
the preparation of the nanocomposites, maintaining 
the integrity of the experimental procedure and 
contributing to reliable and reproducible outcomes. 

Table 1. Chemicals used in the synthesis process

Chemical Name
Chemical 
Formula

Manufacturer 
Company

Purity

Nickel Nitrate 
Hexahydrate

Ni(NO3)2·6H2O M/s Thomas 
Baker

99%

Sodium 
Hydroxide

NaOH M/s Thomas 
Baker

99%

Sodium 
Sulphide

Na2S M/s Thomas 
Baker

98%

Synthesis Process

A simple and efficient single-step hydrothermal 
synthesis method was employed to fabricate the 
materials. Nickel hydroxide (Ni(OH)2) was synthesized 
by dissolving 0.27 M nickel nitrate hexahydrate in 
40 mL of de-ionized (DI) water under continuous 
magnetic stirring for 30 minutes at room temperature, 
ensuring complete dissolution and uniformity of the 
solution. In a separate step, a 2.0 M sodium hydroxide 
(NaOH) solution was made starting with dissolving 
2 grams NaOH in 25 mL DI water and stirring the 
solution for 30 minutes to achieve a homogeneous 
mixture. The NaOH solution was then introduced 
dropwise to the nickel nitrate solution under continuous 
stirring to facilitate controlled precipitation. This was 
followed by 3 hours of additional stirring to promote 
the formation of uniform nanoparticles. After that, 
the mixture was moved to a Teflon-lined stainless-
steel autoclave and heated hydrothermally at 220°C 
for 24 hours. After the reaction, the resulting particles 
were collected by centrifugation, which were then 
repeatedly cleaned with ethanol and DI water to get 
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rid of contaminants, dried in a vacuum oven at 60°C to 
ensure even dehydration, and then crushed into a fine 
powder. This sample, designated as NB (color-coded 
blue), represented pure Ni(OH)2.

To convert nickel hydroxide into nickel oxide (NiO), 
sample NB was calcined at 350°C for 1 hour. This 
thermal treatment resulted in sample NA, which was 
color-coded pink. For the synthesis of Ni(OH)2/NiS 
nanocomposites, 0.17 M of sample NB was dispersed in 
15 mL DI and mixed for 30 minutes to ensure uniform 
dispersion. Simultaneously, a 0.17 M sodium sulfide 
(Na2S) solution was prepared and added dropwise to 
the Ni(OH)2 suspension under continuous stirring for 3 
hours to facilitate the interaction and formation of the 
nanocomposite. After that, the mixture was placed in 
an autoclave and hydrothermally treated for 24 hours 
at 220°C. The final product was washed, dried, and 
ground into a uniform powder, resulting in the sample 
NB/NS, color-coded red. Using a similar procedure, 
sample NA was used instead of NB to prepare NiO/
NiS nanocomposites, designated as NA/NS and color-
coded green. This approach ensured precise control 
over material properties, enabling their application in 
advanced energy and catalytic technologies.

Results and Discusson

X-Ray Diffraction

An advanced analytical model, Expert PRO X-Ray 
Diffractometer, equipped with copper Kα radiation 
(wavelength 1.54 Å), was employed to investigate 
the structural properties of the synthesized samples. 
The XRD patterns recorded across a wide 2θ range 
of 10° to 90°, captured detailed crystallographic 
information, as illustrated in fig. 1, which also includes 
the corresponding matched JCPDS file numbers. 
Sample NB exhibited a well-defined hexagonal crystal 
structure characteristic of Ni(OH)2. However, upon 
calcination at 350°C, the crystal structure underwent a 
transformation to a cubic phase, as observed in sample 
NA. This structural transition can be attributed to the 
thermal energy provided during calcination, which 
rearranged the nickel and oxygen ions. The process 
caused a transition from a layered hydroxide structure 
to a more compact and thermodynamically stable 
cubic NiO phase. At elevated temperatures, the cubic 

structure of NiO is inherently more stable, driving this 
transformation.

The incorporation of nickel sulfide (NiS) into the 
matrices of Ni(OH)2 and NiO further modified the 
structural properties, as observed in the XRD patterns 
of samples NB/NS and NA/NS. The inclusion of NiS 
introduced additional diffraction peaks, indicative 
of the formation of new crystallographic phases 
within the composites. This likely reflects enhanced 
crystallinity, improved atomic ordering, and a reduction 
in structural defects. The crystallographic interactions 
between NiS and the host matrices appeared to 
strengthen the material’s structural integrity, with 
better atomic alignment and reduced disorder. These 
modifications, as evident from the additional peaks in 
the XRD patterns, indicate improved charge transport 
and enhanced light absorption properties. These 
characteristics make the NiS-based nanocomposites 
highly promising candidates for advanced solar cell 
applications, showcasing their potential for efficient 
energy conversion in sustainable energy solutions.

The Debye-Scherrer equation is important for 
determining the crystallite size of materials from X-ray 
diffraction (XRD) patterns. It provides insights into 
the structural characteristics of nanoparticles, helping 
to quantify their size and assess the material’s quality. 
This information is crucial for understanding the 
material’s properties, such as its optical, electrical, and 
mechanical behavior. The Debye-Scherrer equation 
was utilised to assess the size of the crystallites of 
the as-synthesized samples [43]-[46] as given by 
equation-1,

    	
...(1)

Here, d denotes the average size of crystallite, value 
of shape constant K is 0.9, λ depicts the wavelength 
of x-ray (1.54 Å), β specifies the full width at half 
maxima (FWHM), θ refers to the Bragg’s angle of 
corresponding peaks [50], [51]. The average crystallite 
sizes for samples NB, NA, NB/NS, and NA/NS 
were computed using the formula and the values are 
depicted in Table 2. The reduction in crystallite size 
observed from NB to NA upon calcination is primarily 
attributed to the decomposition of hydroxide layers in 
Ni(OH)2 and the subsequent reorganization of atoms 
during the thermal process. This transformation leads 
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to the separation of atoms and restricts extensive grain 
growth, resulting in a smaller crystallite size in the 
calcined sample (NA). 

The calcination process causes the transition from 
a layered hydroxide structure to a more compact, 
thermodynamically stable cubic NiO phase, which 
further limits the growth of crystallites. In contrast, the 
incorporation of nickel sulfide (NiS) into both NB and 
NA matrices results in an increase in crystallite size, as 
observed in the NB/NS and NA/NS nanocomposites. 
This increase in size is likely due to the interaction 
between NiS and the host matrix, which facilitates the 
coalescence of grains. The presence of NiS encourages 
the formation of larger crystalline domains, enhancing 
the overall crystallinity of the nanocomposites. The 
variation in crystallite size highlights the significant 
impact of thermal treatment and composite formation 
on the structural evolution of the materials, affecting 
their properties and potential applications. The 
performance of the nanocomposites is improved by 
this structural modification, which also makes them 
more appropriate for cutting-edge energy applications 
like solar cells.

Fig. 1. XRD patterns of the as-synthesized samples

Table 2. Average value of crystallite sizes of  
the samples

Sample Crystallite size (nm)

NB 44
NA 29
NB/NS 62
NA/NS 47

UV-Visble Spectroscopy

The optical properties of the samples were investigated 
using a SHIMADZU UV-2600i UV-Visible 
spectrometer, and the diffuse reflectance spectroscopy 
technique was employed to evaluate the samples’ 
optical behavior across a wavelength range of 190-850 
nm [Fig. 2(a-d)]. As seen in Fig. 2(a & b), the absorption 
characteristics of the as-synthesized samples, NB and 
NA, were predominantly observed in the ultraviolet 
(UV) region, indicating that both materials possess a 
high energy bandgap. This is typical for Ni(OH)2 and 
NiO, which have wide bandgaps that absorb primarily 
in the UV spectrum. However, when nickel sulfide 
(NiS) was incorporated into the matrices of Ni(OH)2 
and NiO to form the nanocomposites NB/NS and NA/
NS, a significant change in the optical absorption 
behavior was noted. These nanocomposites exhibited 
absorption extending from the UV region into the 
visible range, a notable broadening in comparison to 
the pure materials as seen in Fig. 2(c & d).

There are several reasons for this shift in the absorption 
spectra, such as the incorporation of sulphur, the 
existence of structural flaws, electronic modifications, 
or the formation of new compounds that exhibit altered 
electronic properties. The extended visible absorption 
in the nanocomposites suggests that the incorporation 
of NiS enhanced the ability of these materials to capture 
photons from a broader portion of the solar spectrum. 
This improvement in photon absorption is crucial 
for efficient solar energy harvesting, as it enables 
the material to make better use of available sunlight. 
Additionally, the enhanced visible absorption facilitates 
the generation of more electron-hole pairs, improving 
the overall photocatalytic and photoelectronic 
performance of the nanocomposites. Therefore, these 
NB/NS and NA/NS nanocomposites are particularly 
promising for solar energy applications, as they can 
effectively harness a wider range of the solar spectrum, 
enhancing their efficiency in energy conversion.

Tauc plot analysis is crucial for determining the optical 
bandgap of materials, particularly semiconductors 
and nanocomposites. By plotting (αhν)² against hν, 
it allows for the estimation of the material’s bandgap 
energy from the linear portion of the curve. This 
method helps in understanding the material’s electronic 
structure, its potential for optoelectronic applications, 
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and its suitability for solar energy conversion or 
photocatalysis based on its ability to absorb light. The 
Tauc plot equation [47]-[50] is given as follows,

    hv = A[hv − E
g
]1/n	 ...(2) 

Here,  refers to the absorption coefficient, A denotes 
the proportionality constant, E

g
 depicts the bandgap 

and the nature of transition is shown by exponent n. 
The Tauc plot analysis yielded useful insights about the 
optical bandgaps of the synthesised materials, revealing 
values of 4.4 eV, 3.1 eV, 1.08 eV, and 1.3 eV for NB, 
NA, NB/NS, and NA/NS, respectively. The significant 
reduction in bandgap observed in the nanocomposites 
compared to the pure samples can be attributed to 
the incorporation of sulphur (S). Sulphur introduces 
defect states within the crystal structure, which alters 
the electronic configuration and narrows the energy 
gap between the conduction and valence bands. This 
reduction in the bandgap facilitates the absorption of 
photons in the visible light spectrum, which is typically 
not possible for materials with wider bandgaps like 
Ni(OH)2 and NiO. As a result, the nanocomposites 
(NB/NS and NA/NS) exhibit enhanced light absorption 
properties, making them more efficient for solar 
energy applications. The ability to absorb a broader 
range of light wavelengths improves their potential for 
energy conversion, particularly for solar cells and other 
optoelectronic devices.

The refractive index measures how much light 
is twisted, or refracted, when it travels through a 
substance. It is crucial for solar cell applications as it 
affects light absorption, transmission, and reflection at 
the material interfaces. A higher refractive index can 
enhance light trapping within the solar cell, increasing 
the likelihood of photon absorption. Optimizing the 
refractive index helps improve the efficiency of solar 
cells by maximizing light capture and minimizing 
energy losses due to reflection. The refractive indices 
of the samples were determined using a standard 
equation [51]-[53] as given by,

    	
...(3)

Here, n depicts the refractive index, while E
g
 denotes 

the corresponding band gap. The refractive index 
values obtained from the analysis were 2.09, 2.36, 3.30, 
and 3.12 for samples NB, NA, NB/NS, and NA/NS, Fig. 2: (a-d) Absorption Spectra of the samples
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respectively. The higher refractive indices observed for 
the nanocomposites compared to the pristine samples 
suggest an increase in optical density, indicating that 
these materials are more capable of bending light. 
This enhanced light-trapping capability is particularly 
beneficial for solar cell applications, as it leads to better 
photon absorption. A higher refractive index improves 
the interaction between light and the material, allowing 
more light to be absorbed rather than reflected. This 
is essential for maximizing the photon-to-electron 
conversion efficiency in solar cells. 

By reducing reflection losses and increasing the 
amount of light that enters the material, these 
nanocomposites offer significant advantages in terms 
of energy harvesting, making them highly promising 
candidates for improving the reliability and efficacy of 
solar energy equipments.

Morphological Analysis

FESEM characterization provides an essential tool for 
studying the surface morphology of materials at the 

nanoscale level, offering insights into their structural 
properties. In this study, FESEM analysis was conducted 
using a JEOL FESEM 7610FPlus model, coupled with 
EDX spectroscopy to explore the element composition 
and morphology of the synthesized samples. The 
results, depicted in Fig. 3(a-d), reveal distinct structural 
features for each sample. Sample NB, which consists of 
pure Ni(OH)2, displayed a 2D nanosheet morphology 
(Fig. 3a). These nanosheets were thin, flat, and 
interconnected, characteristic of layered materials. This 
structure is beneficial for improving charge transport 
and providing a large surface area for interactions with 
light. Upon calcination to form NiO in sample NA, 
the nanosheet morphology persisted (Fig. 3b). This 
stability can be attributed to controlled calcination 
conditions (temperature and time), which prevented 
excessive structural rearrangement. Additionally, the 
inherent stability of Ni(OH)2 nanosheets may have 
played a role in preserving this morphology during the 
transformation to NiO. When NiS was incorporated 
into the matrices to form the nanocomposites, the 
morphology of the samples changed significantly. 
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For the NB/NS sample, a broccoli-like structure 
with intricate branching was observed (Fig. 3c). The 
development of this unique structure is likely due to 
the influence of sulphur on the surface energy and 
crystal growth, which induces the formation of a 
more complex network. This branching morphology 
increases the material’s surface area and facilitates 
better charge transport and light absorption, both of 
which are crucial for enhancing the efficacy of solar 
cells. 

In the NA/NS scenario, the incorporation of NiS led to 
a shift in morphology to clustered 2D nanosheets (Fig. 
3d). The presence of sulphur likely played a significant 
role in altering the growth processes, leading to this 
new structure. The clustered morphology enhances 
surface interaction, which is critical for efficient charge 
separation in solar cell applications. These changes in 
morphology, induced by the incorporation of NiS, are 
expected to improve the overall performance of the 
nanocomposites, making them more suitable for use in 
high-performance solar cells.

EDX analysis, shown in fig. 3(e-h), was used to verify 
the elemental composition of the samples. For samples 
NB and NA, the EDX spectra revealed distinct peaks 
for nickel (Ni) and oxygen (O), indicating the presence 
of Ni(OH)2 and NiO in these respective samples. This 
was consistent with the expected composition of these 
materials. In contrast, for the nanocomposites NB/
NS and NA/NS, the EDX spectra showed additional 

peaks for sulphur (S), confirming the successful 
incorporation of NiS into the matrices of Ni(OH)2 and 
NiO. The presence of sulphur in the nanocomposites 
further supports the formation of the Ni(OH)2/NiS and 
NiO/NiS composite structures. Carbon peaks were 
also observed in all the samples, which originated 
from the carbon tape used during the EDX analysis. 
These findings validated the effective synthesis of 
the intended nanocomposites and offered insightful 
information on the elemental composition.

Chemical Analysis

The Fourier Transform Infrared Spectroscopy (FTIR) 
analysis was utilised to study the bond formations and 
functional groups existing in the synthesized samples. 
The FTIR spectra were recorded using the FT-IR 
Spectrum 2 spectrometer from Perkin Elmer, spanning 
a wavenumber range of 4000–500 cm–¹. The resulting 
spectra are shown in fig. 4. For the pure nickel-based 
samples, broad peaks at 3404 cm–¹, 3424 cm–¹, and 
3439 cm–¹ were observed in samples NB, NA, and NA/
NS, respectively. These peaks are characteristic of O-H 
stretching vibrations, which are likely attributed to 
absorbed water molecules on the surfaces of the samples 
[54],[55]. The presence of these O-H stretching bands 
is a common feature in metal hydroxides, where water 
molecules interact with the surface [56]. In the NB/NS 
sample, this O-H stretching band was found to shift 
slightly to 3627 cm–¹, suggesting a stronger hydrogen 

Fig. 3. (a-d) FESEM images, (e-h) EDX patterns of the samples



Nickel-Based Nanocomposites with Tunable Optical Properties for Sustainable Solar Energy Solutions    9

bonding interaction or a change in the local chemical 
environment caused by the incorporation of NiS into 
the matrix.

Additionally, all samples exhibited weak bands in the 
range of 3000–2800 cm–¹, indicating the presence of 
C-H stretching vibrations [57], which are likely from 
organic residues or impurities in the samples. The 
presence of carbon-containing groups was further 
supported by the moderate peaks observed around 1739 
cm–¹ for NB/NS and 1706 cm–¹ for NA/NS, which are 
indicative of C=O stretching vibrations [58]. This may 
be attributed to the carbonyl groups in surface residues 
or adsorbed organic molecules.

A noticeable shift in the peaks corresponding to C=C 
stretching vibrations [59] was observed in samples 
NA, NB, and NA/NS, with bands ranging from 1627 
cm–¹ to 1635 cm–¹. These shifts could be associated 
with changes in the electronic environment around the 
carbon-carbon bonds, possibly due to the presence of 
structural defects or interactions with other components 
in the samples. The peaks between 1375 cm–¹ and 1150 
cm–¹ are attributed to C-O stretching vibrations, further 
affirming the existence of carbon-oxygen bonds, likely 
from organic contaminants or adsorbed species.

One of the most distinctive features in the FTIR spectra 
of the nanocomposites is the peak observed at 675 
cm–¹ in the NB/NS sample, which corresponds to C=S 
stretching vibrations. This peak is a clear indication of 
the incorporation of sulphur into the nanocomposite, 
confirming the successful synthesis of the Ni(OH)2/
NiS and NiO/NiS nanocomposite structures. The 
presence of C=S stretching vibrations further supports 
the formation of nickel-sulphide interactions within the 
nanocomposite.

In the fingerprint region of the FTIR spectra, a sharp 
and prominent peak was observed at 522 cm–¹ in the 
NB/NS sample, which corresponds to Ni-O vibrations 
[60], confirming the presence of nickel-oxide bonds in 
the material. A broad peak at 539 cm–¹ was also noticed 
in sample NB, which can be attributed to Ni-OH 
stretching vibrations [61], demonstrating the existence 
of hydroxyl groups in the Ni(OH)2 phase. Lastly, for all 
samples, peaks between 435 cm–¹ and 419 cm–¹ were 
observed, corresponding to Ni-O vibrations [62], which 
is a signature feature of nickel oxide bonds, confirming 
the formation of nickel oxide in the synthesized 

materials. These FTIR results provide detailed insights 
into the chemical bonding and functional groups 
existing in the materials, supporting the successful 
synthesis of the nickel-based nanocomposites with 
NiO and NiS incorporation.

Fig. 4. FTIR spectra of the samples

Conclusion

The present study successfully demonstrated the 
hydrothermal synthesis and characterization of 
Ni(OH)2, NiO, and their respective nanocomposites 
with nickel sulfide (NiS), targeting advanced solar 
energy applications. XRD analysis affirmed the 
effective formation of hexagonal Ni(OH)2, NiS, and 
cubic NiO phases, showcasing well-defined crystalline 
structures of the samples. FESEM highlighted distinct 
morphologies, with Ni(OH)2 and NiO maintaining 
nanosheet-like structures, while the nanocomposites 
exhibited a unique broccoli-like morphology, 
enhancing surface area and providing more active 
sites for interactions. Optical analysis via UV-Visible 
spectroscopy indicated a significant reduction in the 
band gap values from 4.4 eV and 3.1 eV for pure 
Ni(OH)2 and NiO, respectively, to 1.08 eV and 1.3 eV 
in the Ni(OH)2/NiS and NiO/NiS nanocomposites. This 
bandgap reduction is essential because it allows the 
materials to absorb a wider range of light, especially 
visible light, which is essential for improving the 
efficiency of solar energy harvesting.

The integration of NiS with Ni(OH)2 and NiO results 
in a synergistic effect that improves the optical and 
electronic properties of the materials, addressing 
the limitations often observed in their standalone 
counterparts. This combination not only improves 
visible light absorption but also promotes better charge 
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film solar cells, providing insights into their scalability 
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enhancing their commercial viability.
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Absorption Enhancement in Silicon Solar Cell by Incorporation of  
Metal Nanoparticles
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Abstract
This study investigates the impact of strategically positioned metal nanoparticles (NPs) like Gold (Au), aluminum 
(Al), silver (Ag), and copper (Cu) on thin-film silicon (Si) to enhance optical absorption. The integration of NPs 
diminishes surface reflectance through forward scattering and near-field effects, thereby enhancing light coupling 
into the Si through the plasmonic properties of NPs. This dual enhancement in optical performance is achieved 
by optimising the radius and period of NPs. Subsequently, a comparative analysis is conducted among devices 
incorporating these NPs individually, revealing that Cu NPs yield the most significant absorption enhancement. 
A notable relative increase of 139.72% is observed in the current density (J

SC
) with the utilisation of Cu NPs 

compared to the reference device, which lacks NPs. All simulations are executed using Lumerial finite-difference 
time-domain (FDTD) software.
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Introduction

Plasmons represent collective oscillations of free 
electrons within a material. These quasi-particles 

are similar to photons and phonons, arising from the 
quantization of plasma excitations [1], [2]. In recent 
years, plasmonic has emerged as a rapidly advancing 
field of research. This growth can be attributed to 
the continuous advancement in the fabrication and 
characterization methods of materials at nanoscale [3]–
[5]. Additionally, various electromagnetic simulation 
techniques have been developed for understanding and 
harnessing plasmonic phenomena [6]–[8]. By adjusting 
the plasmonic properties, such as size and shape, of 
material at nanoscale, they find applications in various 
modern technologies, including photovoltaics (PV), 
plasmonic integrated circuits, plasmonic lasers, surface 
plasmon-enhanced LEDs, and bio-sensing [9], [10]. 
Plasmonic structures can be categorized into subgroups 
such as nanowires, nanorings, and nanoparticles, 
all of which exhibit unique optical characteristics 
due to their nanoscale dimensions. Consequently, 
the optical properties of materials at the interface of 
dielectric and metal nanostructures undergo significant 

changes, leading to modifications in the local dielectric 
environment [3]–[5], [11]–[13]. When exposed to 
sunlight, surface plasmon resonance (SPR) occurs 
near the metal-dielectric interface, resulting in a strong 
enhancement of the electromagnetic (EM) field at the 
interface. The plasmons are those SPR that are resulted 
due to the interaction of nanostructures with the light, 
where collective oscillation of free electrons take 
place under the influence of oscillating electric field. 
The plasmons are broadly classified into three major 
categories namely localised surface plasmon (LSP), 
bulk plasmon (BP), and surface plasmon polaritons 
(SSP) [1], [2], [14].

One of the major drawbacks of PV technology is its 
high price of power per unit watt, compared to the 
available traditional power generation technologies. 
The cost of the power generated by Si-based PV may 
be reduced significantly by lowering the amount of 
material (Si) consumption in the manufacturing of 
these cells i.e., by optimising their thickness, while 
keeping the light absorption within the adequate 
limits. The use of metal nanoparticles (NPs) in the 
thin Si-based PV have a high potential to boost up 
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their absorption ability by the means of plasmonic 
properties of NPs [5], [15]. The incorporation of the 
NPs scatters the light to large angles into the absorbing 
material (Si in this case) which increases the path 
length of the light and hence the reflection losses are 
minimised. Subsequently, the plasmonic effect like 
LSP may further enhance the absorption within the 
Si leading to high generation rate within the active 
material (Si) [2], [5], [8], [15], [16]. The incorporation 
of NPs in Si PV provides a cost-effective solution of 
enhancing its performance and reducing the cost of 
power per unit watt. The metal nanoparticles such as 
Al, Ag, Au, and Cu are some most commonly used 
materials in the Si-based PV due to their exceptional 
optoelectrical properties [15], [17]. These NPs shows 
excellent scattering and/or light absorbing properties. 
It is mandatory to maximise the scattering effect 
while minimising absorption within the nanoparticles 
themselves, across the range of wavelengths of interest. 
This delicate balance is required for optimising the 
photon-to-electron conversion efficiency within the 
device. The effective light trapping using the NPs in 
the thin films have been demonstrated by the Atwater 
et al. [18]. Spinelli et al. has optimised NPs arrays 
through impedance matching with the Si substrate, 
resulting in a substantial enhancement of absorption 
across a broad range of frequencies of the incident 
light [19]. It has also been reported in the literature 
that the side-coated mental NPs shows an ability to 
maximise the light coupling into the Si nanowires 
that significantly enhance the absorption [20]. The 
absorption enhancement within the Si nanowires has 
also been resulted via incorporation of metal NPs 
specifically in the long-wavelength region of the light 
spectrum [21], [22]. A study on the effect of Au NPs 
deposited on the Si nanopillars and nanoholes has been 
conducted by the Pudasaini et al. [23]. Whereas Huang 
et al. has shown an efficient light trapping within the 
Si nanopillars, using Ag nanospheres on the top of Si 
nanopillars [24]. The literature also reveals that the 
path length reduces, on increasing the gap between the 
NPs and the absorbing medium, resulting in substantial 
reduction in the scattering effect of the NPs. Therefore, 
it is crucial to maintain an appropriate gap between 
these two components [25]. 

The further advancement of the technology requires an 
analysis of light harvesting properties of the combined 
structure, consisting different metal NPs such as Al, Ag, 

Au, and Cu. This critical examination of the different 
metal NPs may help the researchers and the industrialist 
to identify the most suitable metal NPs for the Si PV 
cells. In this work, we have performed a comparative 
numerical study to investigate the effect of various 
metal NPs (Al, Ag, Au, and Cu) on the absorption of Si 
PV cells. For the purpose we have designed four distinct 
devices (Device – A, B, C, D), comprising Al, Ag, Au, 
and Cu metal NPs, respectively, directly positioned on 
top of the Si substrate. To enhance the scattering and 
plasmonic effects leading to high absorption within the 
device, we have optimised the radius and the period of 
the metal NPs. A performance comparison is also made 
among all the devices at their respective optimised 
values of radius and the period. 

Simulation Details

This work utilises the Finite-Difference Time-Domain 
(FDTD) methods for executing all the simulation within 
the Lumerical program software. The program solves 
the Maxwell’s electromagnetic (EM) wave equations 
described by the equations (1) to (4) in differential 
form. 

    .E =  / 	 ...(1)
    .B = 0	 ...(2)
     × E = – B / t	 ...(3)
     × H = J + D / t	 ...(4)

where, electric filed is represented by E, magnetic flux 
is denoted by B, D is used for the displacement vector 
of electric filed, and H shows the magnetic field. While 
the  and J are the volume charge density and current 
density, respectively. In the context of a Cartesian 
coordinate system, the expansion of the curl equations 
described above results in a set of six scalar equations 
as given below:

    	
...(5)

    	
...(6)

    	
...(7)

    	
...(8)
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...(9)

    	
...(10)

Where  is the conductivity and µ is the magnetic 
permeability. The equations (5) to (7) defines the 
temporal derivatives of electric field with respect 
to the spatial derivatives of the magnetic fields. In 
contrast, the subsequent three equations (8) to (10) 
describes the temporal derivatives of magnetic field 
with respect to the spatial derivatives of the magnetic 
fields. These scalar equations serve as the foundation 
for the FDTD method, which is used to simulate the 
interactions of EM waves with the materials in three-
dimensional space. The Maxwell’s curl equations are 
solved using Yee’s algorithm by the program, which 
employs central difference numerical techniques for 
both spatial and temporal derivatives [26], [27]. The 
algorithm discretises the entire three-dimensional 
space into infinitely small cubic cells, known as Yee 
cells. This differs from the conventional method of 
separately calculating electric and magnetic fields by 
solving the wave equation. Within a single Yee cell, the 
normal to the faces of the cell represent the magnetic 
field vectors, while the edges of the cell define the 
electric field vectors [26], [27].

Fig. 1. A snapshot of FDTD simulation of the  
designed device

Fig. 1 provides a snapshot of the designed device, 
which includes spherical nanospheres (NSs) directly 
positioned on top of the Si substrate (1000 nm thick), 
with a specified radius (r) and period (p). The period 

is defined as the centre-to-centre distance between the 
two consecutive NSs. In FDTD the periodic boundary 
conditions (PBC) are applied along x and y-axis, while 
perfectly matched layers (PMLs) are placed in the 
z-direction. A plane wave source propagating in the 
z-direction with a wavelength range span from 400 to 
1100 nm is placed on the top of the structure as can be 
seen in the Fig. 1. To measure the exact transmittance 
a transmittance monitor is positioned at the interface of 
Si substrate and the NSs, while a reflectance monitor is 
positioned behind the source to measure the reflectance 
from the device structure. To record the electric 
field profile, scattering cross-section, absorption, 
photogeneration, and photocurrent, four distinct 
monitors are used, as illustrated in Fig. 1. To reduce 
computational load and save time, the lower limit for 
all these monitors is set at 500 nm into the Si substrate. 
Therefore, the Si thickness considered here is only 500 
nm. To enhance the numerical accuracy of the program 
a finer mesh of size 2 nm is used for the NSs and for 
the rest of the FDTD region a non-uniform meshing 
is applied. The refractive index of the Si, Al, Ag, Au, 
and Cu are sourced from the internal data base of the 
Lumerical. The device structure for all four designed 
devices (Device-A, B, C, D) will remain consistent 
throughout the study, with the only variation being the 
material used for the nanospheres (NSs: Al, Ag, Au, 
and Cu for Device-A, B, C, and D, respectively).

Result and Discussion

Initially, we have set the period (p) at 400 nm and 
varied the radius (r) within the range of 10 to 150 
nm for all the considered devices. To assess the 
performance of these devices, we compare them with 
a planar structure, i.e., a Si PV cell without NSs. The 
optimised value of r is determined for each device 
through an examination of various factors, including 
the reflectance, transmittance, NSs absorbance, device 
absorption, and solar generation rate. Subsequently, 
using the obtained optimised value of r, the value of 
p is varied from 250 to 650 nm. The same procedure 
is followed to obtain the optimised value of p as the 
one we have followed for the optimisation of the 
radius. Finally, a comparison is made between the 
performances of all the devices at their respective 
optimised values of r and p. The detailed discussion on 
the results is provided in the subsequent sections.
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Effect of Radius Variation

When varying the radius of the NSs, we examined the 
average reflectance and transmittance for device-A as 
shown in Fig. 2(a) and (b). Notably, a significant lower 
average reflectance, particularly within the range of 
r

Al
 (radius of Al NS) from 60 to 140 nm, is observed. 

Therefore, to examine the spectral reflectance response 
over a range of wavelengths from 400 to 1100 nm, we 
have plotted it only within these ranges of r

Al
. The 

reflectance spectrum, depicted in Fig. 2(c), exhibits 
a broad reduction in reflectance, primarily occurring 
within the 600 to 900 nm range when r

Al
 is set to 100 

nm. This reduction in reflectance primarily occurs 
within the 600 to 900 nm range when r

Al
 is set to 100 

nm. The decrease in reflectance can be attributed to 
the scattering effect of the Al NSs, which scatters the 
incident light to a wider range of angles, resulting in 
a longer path length for the light within the material 
and thus a higher probability of absorption. Fig. 2(d) 
illustrates that the best transmission of incident light 
into the Si substrate is also achieved at the same value 
of r

Al
, which is 100 nm. This reduced reflectance and 

increased transmittance couples the maximum incident 
light power to the Si substrate, where it is absorbed 
to generate photocarriers. The absorption within the 
device is also examined and presented in Fig. 3(a). It 
has been observed that as the radius varies from 60 nm 
onwards, the absorbed power (P

abs
) increases for the 

wavelength range from 650 to 1100 nm. The power 
loss, which is the power absorbed by the nanospheres 

(NSs), also increases as the radius increases beyond 
100 nm. P

abs
 reduces significantly in the shorter 

wavelength region, as seen in Fig. 3(a) beyond 100 nm. 
The optimal value of r

Al
 is thus determined to be 100 

nm, enhancing power absorption within the Si due to 
forward scattering and the plasmonic effect of the Al 
NSs, consequently leading to a higher generation rate 
and current density.

Similarly, the average reflectance and transmittance 
for device-B are influenced by varying the radius 
(r

Ag
) of Ag NSs. At a radius of 80 nm, the average 

reflectance reaches its minimum, while the average 
transmittance achieves its maximum. However, the 
maximum generation rate is observed at 60 nm of r

Ag
 

due to enhanced light coupling into the semiconductor 
from the plasmonic resonance of Ag NS. The P

abs
 is 

particularly pronounced in the shorter wavelength 
range of 400 to 450 nm at r

Ag
 of 60 nm as can be seen 

in Fig. 3(b). Therefore, the optimised value for r
Ag

 is 
determined to be 60 nm.

Fig. 3. Power absorption (P
abs

) within the Si substrate at 
different radius of (a) Al nanosphere, (b) Ag nanosphere, 

(c) Au nanosphere, and (d) Cu nanosphere

For device-C with Au nanospheres, the minimum 
average reflectance occurs at r

Au
 (radius of Au NSs) of 

100 nm, while the average transmittance remains nearly 
constant up to 80 nm for r

Au
 and decreases with further 

increases in r
Au

. The decrease in average transmittance 
occurs due to spectral decrease in transmittance in 
shorter wavelengths, becoming more pronounced for 
r

Au
 beyond 80 nm. The absorbed power is maximised 

throughout the entire spectral range at r
Au

 of 100 nm, 
as shown in Fig. 3(c), leading to optimisation of r

Au
 

Fig. 2. The effect of the Al NS radius variation on  
(a) average reflectance, (b) average transmittance,  

(c) reflection spectrum, and (d) transmittance spectrum
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at 100 nm. On the other hand, for device-D with Cu 
NSs, the minimum average reflectance is achieved 
at r

Cu
 (radius of Cu NSs) of 100 nm, and the spectral 

reflectance response is particularly favorable at this 
radius compared to other spectral responses obtained 
with different r

Cu values. However, transmittance 
exhibits a decrease at shorter wavelengths as r

Cu
 

increases, becoming more pronounced beyond 100 
nm. The P

abs
 maximised throughout the entire spectral 

range at r
Cu

 of 100 nm, as depicted in Fig. 3(d), leading 
to optimised of r

Cu
 at 100 nm.

Effect of Periodicity

The period is systematically varied within the range of 
250 to 650 nm for all devices, while keeping the radius 
of the NSs fixed at their respective optimised values. 

Fig. 4. Effect of Al NS period variation on (a) reflectance 
spectrum, and (b) transmittance spectrum

The reflectance and transmittance spectra of Device-A 
with Al NS are examined as shown in Fig. 4(a) and 
(b), respectively. The results reveal that the reflectance 
is at its minimum across the entire spectral range at 
a period (p

AL
) of 400 nm, while the transmittance 

is maximised for this particular period value. The 
power loss, absorbed by the Al NS, at a period of 400 
nm is relatively high for shorter wavelength ranges, 
specifically within the 400 to 450 nm range. However, 
beyond this range, this power loss significantly 
diminishes. While it is possible to further reduce this 
power loss by increasing the period beyond 400 nm, 
P

abs
 within the Si also decreases with an increase in 

period beyond 400 nm, as shown in Fig. 5(a). The 
most favorable spectral response for P

abs
 is achieved 

at 400 nm. Consequently, the value of p
AL

 is optimised 
at 400 nm, allowing for the simultaneous attainment 
of minimum reflectance, maximum transmittance, and 
maximum P

abs
. Likewise, for Device-B with Ag NS, 

the period (p
Ag

) is systematically varied. It is observed 
that as p

Ag
 increases from 250 nm and onwards, the 

spectral reflectance of the device also increases, while 

the transmittance reduces. However, the power loss in 
the NSs and P

abs
 within the silicon decrease when p

Ag
 

is increased. It can be observed from Fig. 5(b) that at 
a p

Ag
 value of 300 nm, the P

abs
 is maximised only for 

very short wavelengths and remains nearly the same as 
that for the P

abs
 value of 250 nm across the rest of the 

spectral range. Therefore, 300 nm is considered as the 
optimised value for P

abs
 in this case.

Fig. 5. Power absorption (P
abs

) within the Si substrate at 
different period of (a) Al nanosphere, (b) Ag nanosphere, 

(c) Au nanosphere, and (d) Cu nanosphere

For device-C, the most favorable spectral responses 
for reflectance, transmittance, and P

abs
 within the Si 

are all achieved at a period (p
Au

) of 400 nm, as evident 
from Fig. 5(c). A similar behavior of power loss 
(power absorption within the Au NS) is noticed, as in 
the previous case. It can be minimised by increasing 
the value of p

Au
 beyond 400 nm, but this comes at 

the cost of reduced P
abs

, see Fig. 5(c). Therefore, the 
optimised choice for p

Au
 is determined to be 400 nm for 

Device-C. Finally, for device-D, the optimal spectral 
response in terms of reflectance, transmittance, and P

abs
 

is achieved at a period (p
Cu

) of 400 nm, as illustrated in 
Fig. 5(d). Consequently, the optimised choice for p

Cu
 is 

considered at 400 nm.

Performance Comparison of All the Devices

A comparison is made between the performances of all 
the devices at their respective optimised values of r and 
p. The transmittance and the power absorbed within 
the silicon (P

abs
) for the all the devices are compared at 

their respective optimised values of radius and period, 
and these comparisons are presented in Fig. 6. 
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Fig. 6. Comparison of (a) transmittance spectrum, and  
(b) absorbance of the device at the respective optimised 

values of radius and period

The results reveals that in the shorter wavelength region 
below 650 nm, the transmittance is relatively higher for 
the devices-A and B, with the maximum transmittance 
observed in the device consisting Ag NS. However, 
in the wavelength range from 650 to 1100 nm, the 
devices-A, C and D exhibit higher transmittance, 
with maximum values that are nearly the same for 
the devices-C and D, i.e. the devices with Au and Cu 
NSs. Consequently, the best spectral distribution of the 
absorbed power (P

abs
) is also obtained for the devices 

with Au and Cu NSs, as illustrated in Fig. 6(b). This 
relatively higher P

abs
 for the devices with Au and Cu 

NSs can be primarily attributed to the comparatively 
enhanced plasmonic effect of these metal nanoparticles. 
This enhancement is evident from the electric field 
distribution at a wavelength of 500 nm for all the 
devices, as shown in Fig. 7. 

Fig. 7. Electric filed distribution for the planner and the 
devices with NSs at the wavelength of 500 nm

Finally, the short-circuit current density (J
SC

) is 
computed for all these devices and compared with the 
J

SC
 of the planar device. The comparison is presented 

in Table 1. It has been observed that the device-D i.e., 
the device consisting Cu NSs with obtained optimum 
radius (r

Cu
) of 100 nm and a period (p

Cu
) of 400 nm 

yields the highest enhancement in the J
SC

 value. The 
result of the best device, i.e. the device-D is also been 
compared with the previously reported values of J

SC
 in 

the literature and are presented in Table 2. 

Table 1. Comparison table of current densities

S. No. Device J
SC

 (mA/cm2)
Relative Increase in J

SC
 

(%)

1 Planer 5.79 -
2 Device-A 10.95 89.12
3 Device-B 9.08 56.82
4 Device-C 13.46 132.46
5 Device-D 13.88 139.72

Table 2. Comparison of the results with reported literature

S. No. J
SC

 (mA/cm2) Reference

1 21.00 [28]
2 27.73 [17]
3 31.40 [29]
5 139.72 Our results 

Conclusion

The study demonstrates that substantial enhancement 
of optical absorption in thin-film silicon is achievable 
by strategically arranging metal nanoparticles 
(NPs) directly on its top. Notably, the investigation 
identifies gold (Au) and copper (Cu) NPs as the most 
effective at inducing a strong plasmonic effect, with 
Cu exhibiting the maximum enhancement in silicon. 
Furthermore, the incorporation of NPs on the silicon 
surface significantly reduces surface reflectance due 
to the forward scattering of NPs. This dual impact 
of plasmonic enhancement and reduced reflectance 
leads to a remarkable improvement in current density, 
increasing it from 5.79 mA/cm2 to 10.95 mA/cm2, 
90.8 mA/cm2, mA/cm2, and 13.88 mA/cm2 for devices 
featuring Al, Ag, Au, and Cu NPs, respectively.
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Morphological and Optical Analysis of Tungsten Oxide Nanosheets for Gas 
Sensing Application
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Abstract
Tungsten oxide (WO

3
) is a widely recognized transition metal oxide known for its stability and non-toxicity in 

nanoparticle form. Its low cost and simple synthesis procedure make it a promising contender for many applications. 
In the present work, WO

3
 nanoparticles have been synthesized via a one-step hydrothermal route. X-ray diffraction 

pattern demonstrated the formation of a single phase of high crystallinity tungsten trioxide. Crystallite size and 
strain were used to explain the structural defects and formation mechanism of WO

3
. UV-visible spectroscopy was 

used to investigate the optical characteristics, and the single phases of WO
3
 showed a band gap of 2.5 eV. Field 

Emission Scanning electron microscope (FESEM) images demonstrated the morphological properties of material. 
As a result, tungsten trioxide was found to be more environmentally sensitive than pre-transition-metal oxides.
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Introduction

The general consensus around nanoparticles and 
nanotechnology has been evolving over the 

previous few years, and the position may have changed. 
The current work focuses on tungsten oxide which is 
well-known metal for gas sensing applications. It has 
exceptional optical features, specifically the ability to 
change colour depending on its oxidation state [1]. This 
feature has led to its employment in a variety of sectors 
and gained attention across various research domains 
due to its versatility in electrochromic devices (such as 
displays and smart screens), where its transparency can 
change in response to an applied voltage, as well as in 
energy storage, catalysis and gas sensing. [2], [3], [4].

Over the past 15 years, the adaptable nature of WO3 
has led to its utilization in a range of applications [5]. 
Research into photoelectrochemical cells for water 

splitting began in 1976, and more recent studies 
have investigated their potential application in dye-
sensitized solar cells, batteries, and sensor technology 
[6]. Moreover, WO3 has gathered significant interest 
for sensing applications due to its role as a prominent 
n-type gas-sensing material, proving instrumental in 
detecting various hazardous gases [7].

The structural characteristics and gas-sensing behaviour 
of nanocrystalline WO3 powders synthesized through a 
sol-gel process using tungstic acid [8]. A comparative 
study of electrochromic tungsten oxide films 
prepared via spin-coating and dip-coating techniques, 
evaluating their structural, morphological, optical, and 
electrochemical properties [9, 10]. Still, there remains 
a significant research gap concerning the tungsten 
oxide for gas sensing purposes [11], [12].

International Journal of Science & Technology (PRAGYANAM)
Volume 1 • Issue 1 • January–December 2025
ISSN: 3107-4715 (Online)



Morphological and Optical Analysis of Tungsten Oxide Nanosheets for Gas Sensing Application    23

Extensive research has been conducted on tungsten 
oxide nanoparticles and their flat structures, such 
as 2D nanosheets or thin films, primarily due to 
their remarkable surface area-to-volume ratio. Two-
dimensional nanosheets, owing to their substantial 
surface area and relatively small volume, are 
particularly well-suited for gas sensing applications 
[13], [14]. Various methods, including sol-gel 
synthesis, hydrothermal approaches, and chemical 
vapor deposition, can be employed to produced 
nanostructured WO3 materials [15], [16], [17]. 

Tungsten oxide has been extensively researched for 
its ability to transition reversibly between a colourless 
state and a blue colour when subjected to alternating 
small positive and negative voltages [18], [19]. The 
stoichiometry of WO3 can change significantly, causing 
oxygen vacancies to occur in its crystal structure [20]. 
These vacancies can have an effect on its electrical and 
electrochemical characteristics and are useful in some 
applications like gas sensing, photodetectors, solar 
cells, etc. Hydrated versions of WO3 exist, such as 
HxWO3 (where x is a variable) [21]. These hydrates can 
have unique properties and are useful in applications 
such as gas detection [22], [23]. 

Recently, there has been significant interest in 
tungsten-oxide-based materials due to their capability 
to absorb near-infrared (NIR) [24], [25], [26] light 
effectively and their efficient conversion of light into 
heat. Moreover, these materials possess an intriguing 
oxygen defect structure and exhibit strong local surface 
plasma resonance (LSPR) [27], [28], [29] resulting in 
robust photo absorption across a broad range of NIR 
wavelengths. Previously, a range of light-absorbing 
nanomaterials, including noble metals, polymeric 
materials, and other inorganic nanomaterials, have 
been investigated for their potential use in photothermal 
therapy for cancer treatment [30].

Even WO3 has been utilized as an anode material 
due to its high theoretical capacity, low cost, and 
environmentally friendly nature [31]. Its main 
limitation, however, lies in its low electrical 
conductivity, a challenge that has been addressed 
with WO3−x materials. The research focused on the 
development of high-performance mesoporous WO3−x 
anodes using a hard template approach to enhance 
electrical conductivity. The resulting material exhibited 
an impressive reversible capacity of 748 mAh g–¹ and a 

high volumetric capacity of 1,500 mAh cm–³ compared 
to bulk WO3−x.

In recent years, the quest for efficient gas sensing 
materials has intensified due to their crucial role 
in various industrial [32], environmental [33], and 
biomedical applications [34]. Among the myriad of 
materials explored, tungsten oxide (WO3) has emerged 
as a promising candidate owing to its unique properties 
such as high surface area, excellent chemical stability, 
and sensitivity to various gas species [35],[36].

Nanoscale morphological and optical properties play 
a significant role in determining the performance 
of gas sensing materials [37], [38]. Tungsten oxide 
nanosheets, with their two-dimensional structure, 
offer a large surface-to-volume ratio and enhanced 
gas interaction capabilities, making them particularly 
attractive for gas sensing applications [39], [40].

This paper presents a comprehensive study on the 
morphological and optical characteristics of tungsten 
oxide nanosheets and their implications for gas 
sensing. We investigate the synthesis methods, and 
examine the structural properties, surface morphology 
[41], and optical properties of WO3 nanosheets using 
various analytical techniques such as XRD, UV-Visible 
spectroscopy and FESEM [42], [43].

The novelty of this study lies in its exploration of an 
unaddressed research gap, specifically analysed the 
morphological and optical properties of the synthesized 
material [44]. Nanoparticles of WO3 doped materials 
were synthesized using the hydrothermal method and 
subsequently evaluated for their potential application 
in gas sensors. The orthorhombic structure of WO3 has 
been presented in Fig. 1.

 Fig. 1. 3D model of orthorhombic WO3 

EXPERIMENTAL SECTION

Chemical Reagents

During the synthesis process, analytical reagent (AR) 
grade chemicals and reagents (as detailed in Table 
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1) were used without further purification. Absolute 
ethanol and deionized (DI) water were employed for 
cleaning and washing procedures. Unless otherwise 
stated, all solutions were prepared using DI water.

Table 1. Chemicals utilized in the synthesis process

Chemical 
Name

Chemical 
Formula

Manufacturing 
Company

Purity

Sodium 
Tungstate

Na2WO4 M/s Thomas Baker 98%

Oxalic Acid HO2C=CO2H M/s Loba Chemie 99%
Nitric Acid HNO3 M/s CDH Ltd 98%

Synthesis

The single-step hydrothermal method was employed 
to synthesize tungsten oxide nanosheets. To prepare a 
single phase of WO3, a solution of Na2WO4 (0.096 M) 
was initially prepared in 30 ml DI water and stirred for 
15 minutes Afterwards, the mixture was agitated for a 
few minutes with the addition of 5ml HNO3. A 0.249 
M solution of oxalic acid was prepared in 20 mL of 
deionized (DI) water and stirred for 30 minutes. This 
solution was then added dropwise to the pre-prepared 
solution under continuous stirring. The resulting mixture 
was stirred further for one hour at room temperature. 
Subsequently, the precursor solution was transferred 
into a Teflon-lined hydrothermal autoclave reactor and 
heated to 220°C for 24 hours in a hot air oven. It was 
then left overnight to cool naturally. The solution was 
later centrifuged and washed with DI water and ethanol 
several times. Finally, the precipitates were collected 
and dried in a vacuum oven at 60°C. The sample was 
then grounded to obtained the nanoparticles of WO3. 
The powder was then calcinated in the presence of 
oxygen for an hour at 500°C with a heating rate of 1°/
min.

Results and Discusson

X-Ray Diffraction

The XRD pattern of the synthesized powder sample 
was recorded within the 2θ range of 10° to 80°. 
This technique is used to characterize the structural 
properties of materials, including tungsten oxide (WO3) 
nanosheets, which are essential for understanding their 
behaviour in gas sensing applications [45], [46].

XRD involves bombarding a sample with X-rays and 
measuring the intensity and angle of the diffracted 
X-rays. This data provides information about the crystal 

structure, phase composition, lattice parameters, and 
crystallinity of the material [47].

For our study on the morphological and optical 
analysis of tungsten oxide nanosheets, XRD serves as 
a crucial characterization technique. By analysing the 
diffraction patterns obtained from WO3 nanosheets, 
we can identify the crystal phases present, assess their 
purity, and determine their crystalline structure.

The peaks of the synthesized sample were analysed and 
indexed using the JCPDS file 01-071-0131, showing a 
good match with WO3. The synthesized WO3 exhibited 
an orthorhombic crystal structure corresponding to 
specific (hkl) planes. given as (002), (020), (200), 
(120), (112), (220), (122), (222), (004), (040), (140), 
(420), (432), (440) and (160) as shown in Fig. 2. 

The JCPDS file specifies that crystal structure of WO3 
as being in the space group Pmnb which means that 
WO3 crystal structure has an orthorhombic symmetry 
with specific translational and rotational elements [48].

The Pmnb space group specifies the following symmetry 
elements, where ‘P’ defines a primitive lattice, ‘m’ 
represents the Mirror planes perpendicular to the a-axis, 
‘n’ defines the Mirror planes perpendicular to the 
b-axis and ‘b’ illustrates the Glide planes perpendicular 
to the c-axis. In WO3, tungsten atoms are located at 
the corners and edges of distorted octahedra formed 
by oxygen atoms. Each tungsten atom is surrounded 
by six oxygen atoms, and each oxygen atom is shared 
between two octahedra [49].

This arrangement results in an orthorhombic crystal 
structure where the lattice parameters are unequal. 
Typically, in WO3, the lattice parameters are a ≠ b ≠ c, 
and the angles between the lattice vectors are 90°.

Fig. 2. XRD pattern of WO3
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Lattce Parameters, Crystallite Size and Strain

Lattice parameters are the lengths of the edges and the 
angles between them that define the unit cell of a crystal 
lattice. In other words, they describe the geometric 
arrangement of atoms in a crystal structure.

The crystallite size corresponds to the size of the 
smallest crystal in, a single crystal in powder form. 
Debye Scherrer formula provided in equation-1 has 
often been used to determine the size of crystallites. 
The Debye Scherrer formula is given as, 

    	
...(1)

 
Here, d represents the average diameter of crystallite, 
value of shape constant (k) is 0.9, λ stands for radiation 
wavelength (1.54 Å), β refers to full width at half 
maxima (FWHM), θ is Bragg’s angle of respective 
peaks [50], [51]. The average of analysed peaks was 
determined and the obtained crystallite size of WO3 
was approx. 23 nm. This signifies the average size 
of individual crystalline domains. Smaller crystallite 
sizes can enhance surface area, potentially improving 
reactivity or electrical properties, particularly in 
catalysis or semiconductor applications [52], [53]. 
The lattice parameters for as synthesized sample were 
calculated using the equation-2. 

    	
...(2)

The inter planer spacing is denoted by d, with (hkl) 
representing the Miller indices, while a, b, and c 
correspond to the lattice sides. Table 2 illustrates the 
differences between the lattice parameters from the 
JCPDS file and the calculated values.

Table 2. Lattice parameters of the as-synthesized sample 

Parameters
Calculated Value 

for WO
3

JCPDS Value for WO
3

a (Å)  7.37  7.34
b (Å)  7.57  7.57
c (Å)  7.34  7.75

The deviated value of lattice parameter represents the 
presence of micro strain. The Williamson Hall (W-
H) Plot which is a graphical tool commonly used to 
calculate the strain and crystallite size, for describing 
the microstructural characteristics of crystalline 
materials and which applied the following equation, 

    β cos θ = (ε × 4 sin θ) + Kλ / D	 ...(3) 

Here, ε indicates the micro strain in the as synthesised 
material [54], [55]. The W-H plot is in between (4 sin 
θ) and (β cos θ), for WO3 the slope and intercept are 
0.00325 and 0.00301 respectively observed, as shown 
in Fig. 3(a). The crystallite size and strain obtained 
by using the W-H Plot is 46.04 nm and 0.00325 
respectively. 

The Size Strain (S-S) plot is also used as it offers precise 
and unbiased measurements of crystallite size and 
strain [56]. S-S plot accounts for multiple transitions in 
the material, including direct and indirect transitions, 
while the W-H plot typically assumes a single type of 
transition [57], [58].

The S-S plot often yields a more linear relationship 
between the absorption coefficient squared (α2) and the 
photon energy and even requires less data processing. 
The equation 4 is the formula that was applied [59].

    (dβ cos θ)2 = Kλ /D (d2β cos θ) + ε2/4	 ...(4)

The S-S plot was obtained between (d2β cos θ) and (dβ 
cos θ)2 using which the slope is 0.00698 and intercept 
equals to -1.31905E-7 as observed in Fig. 3(b). The 
crystallite size and strain calculated by S-S Plot are 
19.85 nm and 0.00229 respectively.

Fig. 3. (a) W-H plot of the synthesized sample, (b) S-S plot 
of the prepared sample
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UV-Visble Spectroscopy

Ultraviolet-visible spectroscopy, is a widely used 
analytical technique to study the electronic transitions 
that occur in molecules. 

UV-Vis spectroscopy detects the absorption of 
ultraviolet (UV) or visible light by molecules. When 
molecules absorb UV or visible light, their electrons 
transition from lower energy states to higher ones [60]. 
The difference in energy between these states matches 
the absorbed light’s energy, appearing as absorption 
bands in the UV-Vis spectrum.

This technique was employed for as synthesized 
sample with wavelength ranging from 190 to 850 nm. 
The maximum absorption peaks were seen in the UV 
region between 190 nm and 450 nm. 

In the UV region, molecules undergo electronic 
transitions, where electrons are excited from lower 
energy levels to higher ones. This transition results 
in absorption of UV light, leading to characteristic 
absorption spectra [61]. For as synthesized material, 
328.5 was the highest absorption peak as shown in Fig. 
4(a). 

UV analysis represents the optical bandgap, for which 
we employed the Tauc plot [62], [63]. Tauc plot defines 
the bandgap energy (Eg) of a material. The Tauc plot 
is a graphical representation of a semiconductor 
material’s absorption edge, typically plotted against 
specific parameters, (αhν)2 versus the photon energy 
(hν). The equation used for this, 

    αhν = A[hν − Eg]1/n	 ...(5)

Here, α denotes the absorption coefficient, A is 
proportionality constant, E

g
 represents the bandgap 

and the nature of transition represented by n exponent. 
Using this formula, the bandgap of WO3 was determined 
to be 2.56 eV, as shown in the Fig. 4(b). The bandgap 
of 2.56 eV was optimum for a number of applications 
[64], [65]. 

In the optoelectronic devices like photodetectors and 
sensors, the bandgap may provide a suitable balance 
between their sensitivity to visible light and electrical 
conductivity [66]. 

The refractive index is a helpful parameter for 
characterising and identifying compounds. It 
determines how light propagates through a material. 
It affects phenomena such as reflection, refraction, 
and dispersion. Understanding the refractive index is 
crucial for designing optical components like lenses, 
prisms, and fibres. Refractive index can serve as 
a characteristic property for identifying materials. 
Different substances have distinct refractive indices, 
allowing for their identification through techniques 
like refractometry or ellipsometry.

The effective refractive index of a medium can vary 
when a gas with a different refractive index than the 
medium in the vicinity interacts with it [67], [68], 
[69]. The variation of refractive index can detect the 
presence of specific gas and used for gas sensors. The 
material’s Refractive Index is also calculated using the 
equation-6.

    	
...(6)

Fig. 4. (a) Absorption spectra of WO3, (b) Tauc Plot of the 
synthesized sample
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Here, n denotes the refractive index, while E
g
 represents 

the corresponding band gap of the sample [70]. As 
determined earlier the band gap of WO3 is 2.56 eV, the 
as synthesized material WO3 has a refractive index of 
2.53.

Morphological Analysis

FESEM  (Field-Emission  Scanning  Electron 
Microscopy) characterization involves using a high-
resolution electron microscope to examine the surface 
morphology and structure of materials at the nanoscale 
[71]. It provides detailed images of the sample’s 
surface, revealing features such as size, shape, and 
distribution of particles or structures [72].

FESEM images can also reveal surface features such 
as roughness, porosity, and the presence of defects or 
crystalline facets [73]. These surface characteristics can 
influence the material’s properties and applications.

The image can indicate whether the WO3 nanoparticles 
are well-dispersed or aggregated. Aggregation can 
affect the material’s properties, such as its reactivity 
and optical behaviour [74]. Depending on the imaging 
conditions and the quality of the sample, FESEM 
images may provide insights into the crystalline 
structure of WO3. This can be further confirmed by 
complementary techniques such as X-ray diffraction 
(XRD).

FESEM technique provides a significant experimental 
approach used for studying the surface properties and 
composition of materials at the microscopic level. 
Depending on the synthesis approach and conditions 
employed, WO3 can have a variety of morphologies 
[75]. 

The nanoflower like morphology can be seen through 
hydrothermal route but during this process metal oxides 
may contain the volatile impurities such as water, 
which indicated the presence of acidic environment and 
promotes the nucleation and growth. To remove these 
volatile elements the calcination process is frequently 
used [76]. The calcination transforms the morphology 
of tungsten trioxide into the 2D Nanosheets. These 
tend to be thin, flat constructions with a high aspect 
ratio, resembling paper sheets within range of 100 nm 
as shown in Fig. 5(a).

Energy Dispersive X-ray Spectroscopy (EDX) spectra 
provide information about the elemental composition 

of a sample [77]. When a material is exposed to high-
energy electrons or X-rays, it emits characteristic 
X-rays with energy levels that correspond to the specific 
elements within the sample. It identifies the elements 
present in the sample by detecting characteristic X-rays 
emitted when the electrons of atoms in the sample are 

Fig. 5. (a) FESEM Image of the tungsten oxide, (b) EDX 
Spectra of corresponding area, (c) Particle Size Distribution
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excited and transition to lower energy levels [78]. It 
gives an indication of the relative abundance of each 
element in the sample by measuring the intensity of the 
characteristic X-rays emitted. 

In conjunction with field emission scanning electron 
microscopy (FESEM), EDX can provide information 
on the spatial distribution of elements, showing where 
specific elements are concentrated in the sample [79].

Fig. 5(b) shows that the tungsten (W) and oxygen (O) 
are present in the sample. Furthermore, the sample 
contains a particularly high concentration of tungsten. 
The signals attributed to carbon and copper in the 
EDX spectra originated from the carbon coating on the 
copper grid of electron microscope.

The observed nanosheets exhibited particle sizes 
ranging from 100 nm to 150 nm, as illustrated in Fig. 
5(c). Their high aspect ratio contributed to enhanced 
material reactivity. They are hexagonal, rectangular 2D 
shape nanosheets. Even 2D WO3 nanosheets frequently 
have outstanding structural and optical characteristics, 
making them valuable for sensors and photocatalysis.

Conclusion

The current work emphasis on the structural and 
optical study of WO3 for application in gas sensors. The 
synthesis process used for WO3 was the hydrothermal 
method. XRD analysis of the as-synthesized powder 
sample revealed that the material’s crystal structure 
has orthorhombic symmetry. The formation of 2D 
nanosheets demonstrated by the FESEM technique. 
The band gap obtained from the tauc plot is 2.56 eV, 
within the region of wide bandgap semiconductors with 
a refractive index of 2.53. The Debye-Scherrer method 
yielded a crystallite size of 23.15 nm. The crystallite 
size and strain values calculated from the W-H Plot were 
46.04 nm and 0.00325, respectively. Whereas, the S-S 
plot showed crystallite size and strain of 19.85 nm and 
0.00229, respectively. Because of its varied qualities, 
WO3 can be applied to a wide range of situations. WO3 
is widely explored for photocatalytic properties and 
has been proved useful for environmental cleanup and 
water splitting for the production of hydrogen. WO3 
has also been explored for gas sensing applications. 
When exposed to reducing gases, such as hydrogen, 
its broad bandgap allows the generation of charge 
carriers in the crystal lattice, or oxygen vacancies in 

the crystal lattice when exposed to oxidizing gases 
like ozone. It can therefore be utilised in gas sensors to 
identify different gases, such as hydrogen, ozone (O3) 
and nitrogen dioxide (NO2). Thus, the future prospect 
is to use the as-synthesized WO3 nanosheets for gas 
sensing applications due to its high aspect ratio and 
advantageous band gap.
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Abstract
The use of transport layers (with high carrier mobilities) in organic solar cells result in high charge carrier 
extraction efficiency. In this work, inorganic materials, i.e. ZnO and NiO are utalised as electron and hole transport 
layers. The thicknesses of each layer in the device structure ITO (anode)/NiO/P3HT:PCBM/ZnO/Al (cathode) of an 
OSC are optimised. The effect of potential loss mechanisms on the device performance is also studied in this work. 
Subsequently, the effect of temperature variation on the performance of the device is studied. It is observed as the 
temperature increases from 250 to 400 K, the short-circuit current density (J

SC
) increases, while the fill-factor (FF) 

and open circuit voltage (V
OC

) of the device shows an inverse dependency on temperature. We have used an open-
source computer-based program OghmaNano to perform the calculations in this work.
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Introduction 

In present scenario, it is a need of the hour to have  
  a reliable energy harvesting source that is cost 

effective and sustainable [1]. The most prominent 
reliable energy source is solar energy, and it may be 
harvested by the means of solar cells. These cells 
shows high potential to meet our current and future 
energy requirement. The silicon (Si) based solar 
cells dominates the today’s market of solar cells 
mainly due to their excellent stability and high power 
conversion efficiency (PCE) [2,3]. The manufacturing 
of these cells include sophisticated machinery leading 
to increased cost of power per unit. For the past 
few years, different types of solar cells have been 
introduced to replace Si based solar cells, continuous 
research and efforts are being made to bring their 
PCE as high as possible. Recently, the thin-film solar 
cell technology has caught the attention of scientific 
fraternity to contribute towards its development and 
make use of the same to serve the community [4]. The 
semiconducting polymer and small molecule based 
organic solar cell (OSCs) technology is suitable to the 
required demand as it supports ease of fabrication, i.e. 

cost-effective roll to roll processing and flexibility [5]. 
However, unlike Si based solar cells, the OSCs have 
limitation of small PCEs and their poor lifetime has 
triggered the interest to overcome OSCs limitations 
[2]. Among, all the available varieties of OSCs, the 
bulk heterojunction (BHJ) OSCs have the advantage of 
using blend of Donor (D) and Acceptor (A) materials 
with the selective properties which can possibly be 
produced by inexpensive fabrication methods [6]. The 
interconnecting mixture of donor material, i.e. P3HT 
and acceptor material like PCBM, is used as photon 
absorbing active material deposited between anode and 
cathode in BHJ OSCs [6,7]. To forbid the direct contact 
of active material with the electrodes, and to accelerate 
the selective charge carrier collection at the reference 
electrode, the hole and electron transport layers (HTL 
& ETL) are deposited on anode (below active layer) 
and cathode (adjacent to active layer), respectively. 
The thickness optimisation of these ETL and HTL 
layers promote light absorption within the active layer 
[7]. A conducting polymer, PEDOT:PSS is the most 
dominating conducting polymer in the field of OSCs, 
PEDOT:PSS is recognized for its good conductivity 
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and transparency (particularly in the visible wavelength 
range), temperature stability and easy solution-based 
fabrication-process, but due to the acidic tendency of 
PEDOT:PSS, the stability of device is affected [8,9]. 

The metal oxides such as tungsten trioxide (WO3), 
zinc oxide (ZnO), nickel oxide (NiO), molybdenum 
trioxide (MoO3), and titanium dioxide (TiO2), show 
better stability in ambient and may be used as charge 
carrier transport layers based on their band energies, 
in OSCs device structure [10-13]. We have selected a 
positive type hole accepting metal oxide, i.e. NiO as 
HTL which has broad energy gap, high electron affinity 
and good conductivity, while ZnO is selected as ETL 
due to its wide bandgap (3.3 eV), ambient stability, 
low absorption, transparency in the visible range and 
good electron mobility [12-16]. In present study the 
thicknesses of each layer in the stack of an OSC is 
optimised to enhance the PCE of the device. The effect 
of potential loss mechanisms such as geminate and 
non-geminate recombination on the performance of the 
OSC is studied. Furthermore, the device performance 
is evaluated by varying the temperature and its effect 
on the OSC parameters such as power conversion 
efficiency (PCE), fill factor (FF), short circuit current 
density (J

SC
), and open circuit voltage (V

OC
) is detailed 

insight.

Device simulation using OghmaNano 
software 

Fig. 1. (a) The schematic of the designed organic solar cell, 
(b) Energy band diagram of the materials

The schematic of the simulated device and the energy 
states diagram are presented in the Fig. 1(a) and Fig. 
1(b), respectively. We have used an open source, opto-
electronic device simulation software OghmaNano 
supports drift and diffusion transport model for 
charge carriers, evaluate charge carrier recombination 

and trapping [17]. The OghmaNano software offers 
a material database and is compatible to add new 
materials with different properties to it. The parameters 
of the material can be controlled within the program, 
and maximum of 10 layers can be simulated at once. 

The program examine the electrical behaviour of the 
simulated device by solving equations (1) numerically 
to obtain the potential distribution (φ) with the device 
[17-18].

    ε0 εr
 φ = q (n

f
 − p

f
 + n

t
 − p

t
)	 ...(1)

Where q is the electron charge, ε0 
is the free space 

permittivity while the permittivity of the material used 
as active layer is ε

r
. The quantities n

f
 /

 
p

f
 represents 

the free carrier concentration of electron/hole, while 
the trapped concentration is denoted with n

t 
/
 
p

t
 for 

electron/hole [17]. The continuity equations, described 
by the equations (2) and (3) are solved to obtain the 
concentrations of free carriers (i.e. electrons and holes) 

     J
n
 = q (R

e
 – G)	 ...(2)

     J
p
 = q (R

h
 – G)	  ...(3)

in terms of net recombination (R
e/h

) and free electrons/
holes generation rates (G). Finally, to obtain the 
total electron current (J

n
) and hole current (J

p
), drift-

diffusion equation, i.e. equations (4) and (5) are solved. 

    J
n = q[n

f
 μ

e
∙(∂E

LUMO
/∂x) + (∂n

f
 /∂x)D

n
]	 ...(4)

    J
p
 = q [p

f
 μ

h
 (∂E

HOMO
/∂x) + (∂p

f
 /∂x) D

p
]	 ...(5)

Here D
n
(D

p
) are diffusion coefficients of electrons 

(holes), μ
e
/μ

h
 is the mobility of electrons/holes. 

The Shockley-Read-Hall recombination model is 
followed for charge carrier trapping and recombination 
[17,18]. The required density of states parameters in 
the program are listed in Table 1. The Fig. 2 depicts 
simulated device structure in OghmaNano simulation 
window.

Fig. 2. The simulated device snap-shot of  
OghmaNano simulation window
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Table 1. The density of states parameters

Simulation Parameters for Active layer

Parameters Values Units

Trap density (electron) 3.8×1026 (m-3/eV)
Hole trap density 1.45×1025 (m-3/eV)
Mobility (electron) 2.48×10-7 (m2/V/s)
Mobility (hole) 2.48×10-7 (m2/V/s)
Tail slope for electron 0.04 (eV)
Tail slope for hole 0.06 (eV)
Free electron density of states 1.28×1027 (/m3)
Free hole density of states 2.86×1025 (/m3)
Material relative permittivity 3.8 –
Total traps number 20 (bands)
Electron affinity 3.8 (eV)
Energy gap 1.1 (eV)
Trapped electron to free electron 2.5×10-20 (/m2)
Trapped hole to free hole 4.86×10-22 (/m3)
Trapped electron to free hole 1.32×10-22 (/m2)
Trapped hole to free electron 4.67×10-26 (/m2)

Results and discussion

The investigation of active layer (P3HT:PCBM), 
transport layers and electrodes thicknesses is of immense 
importance for electron/hole generation, transportation 
and collection within the OSC device and its effect on 
parameters of OSC. We made a variation from 60 to 
300 nm in the active layer thickness in order to find 
its optimum value. The obtained current voltage (J-V) 
characteristics and the corresponding OSC parameters 
at different values of active layer thicknesses are plotted 
in Fig. 3 and 4, respectively. The open circuit voltage 
(V

OC
) is energy levels (active material) dependent, 

in Fig. 4. The maximum value of V
OC 

is obtained as 

0.59 V at 170 nm of the active layer thickness. The 
current density (J

SC
) is mainly depends on the exciton 

(loosely bounded electron hole pair) generation upon 
the absorption of incident light in active layer. 

It has observed in the results, a thin active layer leads to 
less photon absorption resulting in lower J

SC
. The path 

length travelled by the free charge carriers increases 
as the thickness of the active layer increases which 
results in lower charge carrier collection efficiency and 
hence the current density of the device reduces. The 
maximum value of J

SC
 is obtained as 187.10 A/m2 at the 

thickness of 170 nm. The increase in the active layer 
thickness also leads to high series resistance resulting 
in the degradation of fill factor (FF), shown in Fig. 3. 
Consequently, thickness of active layer is optimised 
as 170 nm, resulting in maximum PCE of 7.28%. The 
value of FF is obtained as 65.86% at the optimised 
thickness of active layer.

Fig. 4. Effect of thickness variation of active layer on  
OSC parameters

The transport layers (ETL and HTL) thicknesses are 
varied from 1 to 100 nm. The OSC parameters as a 
function of thickness variation of hole selective layer 
or HTL (NiO) is depicted in Fig. 5 and Fig. 6 shows 
the J-V curves at different values of the HTL thickness. 
The J

SC
 increases up to 5 nm of HTL thickness due 

to reduced reflection. The light transmittance is 
limited by the further increase in HTL thickness and 
series resistance increase with the increase in HTL 
thickness which reduces J

SC 
and degrades the FF. So, 

the optimised thickness of HTL is considered as 5 nm, 
leading to a PCE of 7.35%. The value of V

oc
 is obtained 

as 0.59 V while the values of J
SC

 and FF are attained as 
188.76 A/m2 and 65.88%, respectively with the HTL 
thickness of 5 nm.

Fig. 3. Effect of active layer thickness on  
J-V characteristics
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Fig. 5. Effect of thickness variation of HTL on  
OSC parameters

Fig. 6. Effect of HTL thickness on J-V characteristics

The Fig. 7 shows the effect of ETL (ZnO) thickness 
variation upon the J-V characteristics of the device. 
The ETL also known as electron selective layer, act 
as a barrier to stop the direct contact of active layer 
and cathode. The effect of ETL (ZnO) thickness has 
also been examined on the parameters of the OSC and 
plotted in Fig. 8. It is observed as the thickness of ETL 
increases no significant change occurs in the V

OC and 
FF. However, the J

SC 
increases up to 50 nm of ETL 

thickness, leading to increase in the PCE as can be 
observed in the Fig. 8. The advancement in J

SC
 and PCE 

on an increase in ELT thickness up to 50 nm attributed 
to the decrease reflection loses of the device. Whereas 
the reflection increases significantly beyond the 50 nm 
of ETL lowering the fraction of absorbed light within 
the active layer, causing a decrease in J

SC
 as well as in 

PCE. Moreover the increase in ETL thickness beyond 
50 nm significantly increases the recombination of free 
charge carriers adding further decay to J

SC
. Hence the 

thickness of ETL is optimised as 50 nm resulting in a 
maximum PCE of 7.30%. 

Fig. 7. Effect of ETL thickness on J-V characteristics.

Fig. 8. Effect of ETL thickness on OSC parameters

In order to examine the effect of electrodes (anode and 
cathode) thicknesses on the device, their thicknesses are 
changed from 1 nm to 100 nm. The OSC parameters 
are shown in Fig. 9 for the change in anode thickness, 
and impact of anode thickness on J-V characteristics is 
depicted in the Fig. 10.

 Fig. 9. Effect of anode thickness on OSC parameters
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Fig. 10. Effect of anode thickness on J-V characteristics

Fig. 11. The effect of cathode thickness on OSC parameters

Fig. 12. Effect of cathode thickness on J-V characteristics

The effect of cathode thickness variation on J-V 
characteristics are represented in Fig. 11 and the 
corresponding OSC parameters are plotted in Fig. 12. 

The anode (ITO) is the top most layer in the device 
structure hence it must be thin enough to enhance light 
transmission towards the active layer. After examining 
OSC parameters as shown in the Fig. 9 the optimised 
value of its thickness is obtained as 5 nm, resulting 

a PCE of 7.91%. The cathode (Al) reflects back the 
portion of light to the active layer, this slightly enhances 
J

SC
 initially. The optimal thickness of cathode is found 

to be 15 nm. After the optimisation cathode thickness 
the values of Voc, J

SC
 and FF are as 0.59 V, 204.86 A/m2 

and 65.16% respectively, with 7.93% of PCE. 

Now for the device with the optimised layer thicknesses, 
we investigated the effect of recombination (geminate 
& non-geminate) on the device performance. The 
impact of geminate recombination on OSC parameters 
are shown in Fig. 13 and J-V characteristics are 
represented in the Fig. 14.

Fig. 13. Effect of geminate recombination on  
OSC parameters

Fig. 14. Effect of geminate recombination on  
J-V characteristics

The geminate recombination takes place before 
the charge separation for the same photo generated 
exciton. If the dissociation of bound electron-hole 
could not proceed, they will relax into ground state, 
recombining together. The separation of bounded 
excitons is measured in terms of photon efficiency, 
where 100% (or 1) photon efficiency means that each 
photo generated exciton successfully separate into 
the free electron hole pairs. The variation in OSC 
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parameters due to geminate recombination at low and 
higher photon efficiencies are plotted in Fig. 13. The 
results show that at 40% photon efficiency, the PCE is 
attained as 2.42%. which implies that 60% of photon 
generated excitons are not being separated at charge 
transfer state (CTS), enabling geminate recombination. 
Whereas at higher photon efficiencies, J

SC
 and PCE 

becomes high due to lower geminate recombination, 
as more excitons dissociate at the CTS. At 90% photon 
efficiency, PCE is obtained as 7.16%. 

Once all the photo generated excitons are separated 
into free electron hole pairs there is a high chance that 
these moving (freely) pairs may recombine together 
which is known as the non-geminate recombination of 
free carriers. To examine the effect of non-geminate 
recombination on the performance of the device we 
have varied the recombination coefficient (R) form 
1×10-10 to 1×10-25 m3/s and the obtained OSC parameters 
as represented in the Fig. 15 while the correspondingly 
obtained J-V characteristics are shown in Fig. 16.

Fig. 15. Effect of non-geminate recombination on  
OSC parameters

Fig. 16. Effect of non-geminate recombination on  
J-V characteristics.

It has observed with the increase in R the OSC 
parameters remains unaffected up to 1×10-20 m3/s of R. 
The further increase in R leads to more enhanced non-

geminate recombination, resulting the degradation in 
all the OSC parameters. The best value of PCE (7.93%) 
is achieved with the R values of 1×10-20 m3/s. 

To examine the effect of temperature (T), it is varied 
from 250K to 400 K and the resulted parameters of the 
OSC are plotted in the Fig. 17. The results show that 
the parameters of OSC specially J

SC
, FF and PCE are 

severely affected as the temperature increases. It can 
also be seen in the Fig. 17 the change in temperature 
from 250K to 400K decreases V

OC drastically from 
0.59 to 0.44 Volts. The values of fill factor degrades 
from 62% to 59% and PCE declines and 7.93% to 
5.23%. The increment in short circuit current density 
(J

SC
), from 204.33 to 206.03 A/m2 with the increase in 

temperature from 250K to 400K is mainly attributed to 
the enhanced thermally generated carrier concertation. 
Moreover above the 400K, all the OSC parameters 
severely degrades.

Fig. 17. Effect of temperature on OSC parameters

Since the increment rate of J
SC

 is minor than the 
degradation rate of V

OC
 and hence the PCE and the fill 

factor are reduced. The good performance of device 
is found to be at 300K as higher temperature leads to 
poor device performance. The optimum values of OSC 
parameters at the optimised values of the corresponding 
layer thicknesses are listed in the Table 2 at 300K.
Table 2. The OSC parameters obtained with the optimised 

layer thicknesses at 300K

Electrical parameter values at optimised thicknesses

Layer
Thickness 

(nm)
V

OC
 

(V)
J

SC 
(A/m2) FF (%) PCE (%)

Active 170 0.591 187.104 64.85 7.28
HTL 5 0.591 188.76 65.88 7.35
ETL 50 0.593 200.91 65.27 7.78
Anode 5 0.594 118.75 65.19 7.91
Cathode 15 0.594 204.86 65.16 7.93
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Conclusion

The organic solar cell with the active layer P3HT: 
PCBM has been analysed by a computer based 
program, i.e. OghmaNano. After closely monitoring 
the variation in OSC parameters as a function of each 
layer thicknesses the thicknesses of all the layers within 
the structure of the designed device is been optimised. 
The resulted optimised values of active layer, ETL, 
HTL, cathode and anode are found to be 170, 50, 5, 15, 
and 5 nm, respectively. The optimisation has resulted 
a maximum PCE of 7.93%. The device performance 
is also been analysed for the effect of recombination 
(i.e., geminate & non-geminate). The best PCE of the 
device is found at 1×10–20 m3/s value of R. Moreover, 
the parameters of the OSC are studied at different 
values of the temperature. It is concluded that the PCE 
degrades with rise in temperature. The PCE of 7.93% 
is obtained at 300 K. The result obtained in our work is 
compared with the existing work in literature and listed 
in Table 3.

Table 3. The comparison of our work with results  
obtained in literature

Structure of Device 
V

OC
 

(V)
J

SC  

(A/m2)
FF 
(%)

PCE 
(%)

Ref.

ITO/NiO/
P3HT:PCBM/ZnO/Al

0.59 204.8 65.16 7.93 This 
work

ITO/PEDOT:PSS/
P3HT:PCBM/Ca/Al

0.62 98.0 59.51 3.62 [19]

ITO/PEDOT:PSS/
P3HT:PCBM/TiO2/Al

0.61 129.5 67.91 5.35 [6]

ITO/PEDOT:PSS/
P3HT:PCBM/Al

0.52 74.7 46.0 1.78 [21]

ITO/ZnO/P3HT: 
PCBM/MoO3/Ag

0.60 131.9 65.0 5.23 [22]
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A Learning based Model for Wheat Disease Detection and Classification
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Abstract
Wheat is an important staple crop for large sections of the population for many cultures across the globe. It is vital 
that one of the major impediments to its cultivation, namely disease, be prevented and controlled appropriately. 
A possible strategy for controlling yield loss due to disease is early identification to prevent their spread and 
minimize losses. An automated method must be developed to identify disease and that can be done through the 
implementation of computer vision. Such a tool can be used in drones on a larger scale or possibly smart phones 
on a smaller scale to identify diseases in wheat. A computationally efficient model for early detection of wheat 
crop diseases using a pre-trained convolutional neural network is developed in this research and is compared with 
models as VGG16, MobileNet, and ResNet50, demonstrating superior performance in terms of computational cost 
and accuracy, precision, recall, and F1-score.
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Introduction

Wheat is one of the most popular cereal grains 
consumed worldwide. Experts estimate 

its cultivation began around 10,000 years ago in 
southeast Turkey. The most popular variety of wheat 
is bread wheat, sometimes known as common wheat. 
Compared to other food crops, it is cultivated on the 
most acreage. (220.4 million hectares, 2014). More 
wheat is traded globally than all other crops combined. 
With global productions of 764 million tons of wheat 
in 2019, and 772 million tons are anticipated to be 
produced in 2020. It is a good source of carbohydrates, 
as well as several vitamins and minerals. Particularly 
whole wheat provides a lot of advantages for our 
health. Different types of wheat are commonly used in 
everyday food products. For example, Club wheat (T. 
compactum) is a softer variety used in making cakes, 
crackers, cookies, pastries, and flours. Durum wheat (T. 
durum) is primarily used for producing pasta varieties 
such as spaghetti and macaroni, while common wheat 
(Triticum aestivum) is typically used in bread-making. 
Diseases account about 20% of the annual loss of wheat. 

50 of the 200 wheat illnesses generate monetary losses 
and are widespread. The proposed approach achieved 
impressive results, with a recognition rate of up to 91%, 
by utilizing an ANN classifier for classification and a 
Gabor filter for feature extraction. The ANN classifier 
combines various features, including textures, colors, 
and patterns, to effectively categorize and identify 
different plant diseases. Around the world, fungus-
related wheat illnesses result in production losses of 
roughly 20% and have diverse effects on grain quality. 
New pathogen races emerge often, well-known 
illnesses impact new hosts, and newly developing 
diseases pose a danger to wheat production. A large 
range of fungal pathogenic diseases pose the greatest 
danger to wheat because they cause significant crop 
loss. Rusts, smuts, Fusarium head blight, Septoria leaf 
blotch, tan spot, and powdery mildew is among the 
pests that cause the most damage. It is predicted that 
grain yields must increase by at least 70% by 2050 to 
fulfil the demands of a worldwide population rising at 
the current rates, given the pre-existing global hunger 
issue. It is not feasible to limitlessly expand land under 
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architecture because the amount of land that can be 
used for agriculture is intrinsically limited—whether 
by fertility, water availability, or owing to the inherent 
restrictions on land. Therefore, we need to figure out 
how to increase yields in the current agricultural area. 
The prevalence of disease in crops is a significant 
barrier to achieving this goal. According to studies, 
worldwide grain production losses from diseased 
crops range between 18% and 21.5%, and in individual 
wheat hotspots, they range between 10.1% and 28.1%. 
Given the serious effects of wheat diseases and the 
importance of wheat as a commodity in the world’s 
food markets, it is crucial that they are identified early 
and treated.

Disease detection in particular plants presents a 
problem because it is difficult and expensive to 
collect large, labelled datasets for them due to a 
variety of factors, including local weather conditions 
and challenges in locating experts in the field to 
identify the diseased plants for which the dataset can 
be collected. Large datasets for these challenges are 
therefore difficult to construct or, in certain situations, 
just not practical. Consequently, in these situations, the 
datasets are somewhat small (less than 5000 images). 
When training deep CNN models from scratch, 
smaller datasets need more time and resources, such 
as computing hardware (GPUs, CPUs, and RAM), 
because these models must be trained with a relatively 
high number of parameters, which increases their 
computational complexity. Additionally, used smaller 
datasets mean fewer samples for the model, which 
can result in overfitting the model. In other words, 
the model will perform well on training data, but will 
have limitations with testing and new data because 
there isn’t enough observed variance in the data for 
the model to be able to generalise the data effectively 
to use with new data points. Transfer learning, where 
we leverage models pretrained on a separate, large 
dataset, can be used to solve deep learning problems 
with small datasets. Instead of utilising random 
weights while training the model on the real dataset, 
the weights learned through pretraining might be 
employed. By using pretrained weights to reduce the 
number of parameters to be trained, by “fixing” some 
of the initial layers, i.e., using their parameters as-is, 
and only training the final few, the model can apply 
the knowledge gained from pretraining dataset without 

having to start from scratch. As a result of the decreased 
number of parameters that must be learned the training 
time and computational needs of the model are both 
greatly reduced. Furthermore, the model only has to be 
significantly modified to the specific situation because 
it already has enough data to make generalisations from 
the pretraining data. Transfer learning therefore offers 
a practical, affordable way to train a deep learning 
model for issues where data is either unavailable or 
difficult to gather. Disease detection technologies 
based on mobile applications is a viable use case for 
disease detection in wheat to improve grain yields. 
Given that over 90% of people worldwide own a 
mobile phone, farmers have the opportunity to utilise 
a smartphone app to identify illnesses in their crops 
and request assistance as needed. Without specialised 
assistance, we must rely on visual disease diagnosis in 
wheat. Since the most common illnesses in wheat tend 
to be fungal infections that emerge in the leaves, this 
may be accomplished by categorising photographs of 
wheat leaves. Convolutional neural networks (CNNs) 
are one of the most crucial techniques for classifying 
issues in pictures [1]. In order to solve the problem of 
disease detection and classification in wheat, a CNN 
architecture has been proposed in this paper, which 
draws inspiration from the already existing models 
and optimises the same in terms of the computational 
requirements, further leading to the reduction in time 
taken to evaluate the given input, offering viable 
real- world application of the model on less powerful 
machines like more affordable smartphones.

The rest of this paper is organised as follows. Section 
II reviews the existing literature on illness detection 
approaches such as convolutional neural networks. 
Section III describes the architecture of the proposed 
model, highlighting its different elements. Section IV 
present the stepwise implementation of proposed model 
for wheat disease detection, performance evaluation of 
proposed model followed by comparison with state of 
art models. Section V provides the major findings of 
this research followed by the conclusion and future 
scope in the last section.

Literature Review

There exists a history of literature solving disease 
classification problems in plants, including maize, 
potatoes, rice, and wheat among others [2]. Many 
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authors have proposed solutions to this problem in the 
form of various architectures. Most of these employ 
CNNs to perform image classification, with some using 
self-created CNN architectures and some adapting 
popular architectures for solving the same[3]. In [4], 
the authors assessed the performance of support vector 
machines (SVM), backpropagation neural networks, 
and generalized regression neural networks, comparing 
them with traditional multiple regression methods. 
The study found that an SVM-based regression 
approach provided a more effective representation of 
the relationship between environmental factors and 
disease severity, offering potential benefits for disease 
management. Further, image processing techniques [5] 
have been employed for the automated classification 
of plant diseases through the analysis of leaf images. 
The study employs the SVM classifier to differentiate 
between healthy and diseased soybean leaves. To assess 
the system’s performance, a dataset consisting of 120 
images, captured from multiple farms using different 
mobile cameras, was used. The SIFT algorithm enables 
precise identification of plant species by analyzing leaf 
shapes. With an average accuracy of 93.79%, the SVM 
classifier effectively distinguishes between healthy 
and sick soybean leaves. Researchers in [6] used deep 
learning technologies to identify diseases in various 
plants. One of the key processes in their methodology 
was the in-depth image processing, including histogram 
equalization, noise filtering, and decolorization, and 
various image segmentation techniques. By separating 
the image into different parts and studying each section 
separately, image segmentation helps to make image 
identification and analysis simpler. All parts share the 
same qualities in terms of color, texture, and intensity. 
The segmentation is a region-based technique to 
differentiate the unhealthy and healthy parts of the 
leaves on the bases of color. This approach performed 
well with multiple plants and crops, highlighting the 
importance of in-depth image processing techniques. 
The HOG approach for feature extraction has been 
applied [7], where, a histogram of gradient orientation 
representation over the pictures is computed using 
the HOG, which is utilised to partition the image 
into distinct portions. By counting the incidence of 
the gradient orientation, it collects features. HOG 
is required in many sectors of object identification, 
including as face recognition and in our study, for 
plant leaf recognition. Application of Artificial Neural 

Network technology and a variety of image processing 
techniques is done to provide a methodology for 
early and precise plant disease identification [8]. The 
suggested method produced superior results with a 
recognition rate of up to 91% since it is based on an 
ANN classifier for classification and a Gabor filter for 
feature extraction. An ANN-based classifier employs a 
mix of textures, colors, and characteristics to categories 
various plant diseases and identify them. Authors 
in [9] used AlexNet architecture to classify wheat 
disease, with accuracy of 84.54%. They employed the 
AlexNet architecture to train their model but owing 
to a smaller dataset chose to pretrain the model on 
other data to initialize weights. All the photos in the 
dataset were downsized to ‘227 × 227’ in accordance 
with the requirements of the AlexNet architecture. By 
using ReLu and MaxPooling, features were retrieved 
from the convolutional layers of the CNN model. 
Using powerful machines, the authors trained the deep 
architectures on a sizable dataset like ImageNet in the 
pre training phase. It was inferred from the paper that 
the smaller dataset would lead to overfitting problem. 
Hence the concept of using a model which has already 
been trained on a larger dataset was developed so that 
the model generalizes better. Alternative method is to 
train only the final classification layer while freezing 
the weights of the first layer. Further a method for 
classifying and diagnosing four common diseases 
affecting apple leaves has been proposed in the study put 
out by [10], which in comparison to a typical AlexNet 
model, the architecture achieved an overall accuracy 
of 97.62% with significantly fewer parameters. It has 
been observed that advancements in CNN performance 
are primarily driven by the development of new blocks 
and structural redesigns [11].

A variation of LeNet architecture [12]. has an additional 
block of convolutional, activation, and pooling layers. 
In this architecture, three such blocks are used, 
followed by completely connected layers and softmax 
activation. While fully connected layers are used for 
classification, convolutional and pooling layers were 
utilised to extract features. The max-pooling layer 
was used to speed up training and reduce the model’s 
sensitivity to small changes in input by reducing the 
size of the feature maps. Each of the blocks employed 
the ReLU activation layer to introduce nonlinearity. In 
order to prevent overfitting, the train set, the Dropout 
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regularisation algorithm had also been applied with 
a probability of 0.4. Dropout regularisation reduces 
model variance and streamlines the network, which 
helped minimise overfitting by randomly removing 
neurons from the network after each iteration of 
training. LeNet was put forward as an explainable model 
that could reliably, promptly, and precisely identify 
and measure leaf tension [13], which further aimed 
at developing a 95.04% accurate real-time detection 
system for mobile platforms in order to quickly and 
broadly observe crips in actual production conditions. 
A CNN architecture known as the supervised 3D-CNN 
based model was introduced [14] to learn the spectral 
and spatial information of hyperspectral images for the 
categorization of healthy and samples that have been 
exposed to charcoal rot. The hyperspectral wavelengths 
that significantly improve classification accuracy 
were found using a saliency map-based visualization 
technique. The model’s categorization accuracy was 
95.73%. Authors in [15] illustrated the extraction and 
categorization of groundnut leaf disease using color 
imagery. With the help of a neural network, the color 
imaginary transform, color co- occurrence matrix, and 
feature extraction were carried out. With a complicated 
backdrop, back propagation proved to be effective in 
groundnut leaf detection, and was successfully able to 
diagnose the illnesses.

A CNN, that made use of data-augmentation, transfer 
learning, and MBGD as an optimizer, has been used 
[16] to obtain an overall testing accuracy of 97.61% 
with a loss value of 0.35. Loss functions were applied 
to assess the model’s performance. Categorical Cross-
Entropy is one such loss function used in this study for 
multi-class categorization. It contrasts the projections’ 
distribution with the labels’ actual distribution. For 
all other classes, the likelihood is maintained at 0, 
but the probability of the correct class is maintained 
at 1. Research presented in [17] employed a 5-layer 
self-designed convolutional network, along with a 
regression layer to identify diseased leaves. They 
explained that the neural network is composed of 
various layers, including the input layer, convolutional 
layer, output layer, and fully connected layer. They 
noted that more layers can be added using the 
convolutional layer. The first step is to load the input 
data, followed by creating the convolution layer. It is 
mentioned that every layer has an activation function. 

They discuss the combination of a pooling function 
with a convolutional neural network. In this particular 
case, they have constructed five convolutional layers 
and added matching pooling. They have taken the last 
fully linked layer and applied a softmax activation 
function at the end of each layer. In order to receive 
the result and employ the optimizer, the regression 
layer is used at the end. A self-designed 6-layer-deep 
convolutional neural network architecture is used to 
identify leaf disorders in multiple plants [18], building 
upon it with addition of other standard algorithms, such 
as the ADAM optimizer and the softmax classifier. 
The ReLu activation function, the picture input shape 
of ‘256, 256, 3’, the filter size of ‘64’, the kernel size 
of ‘88’, the Padding, and the strides of ‘11’ were all 
included in the first convolutional layer. The second 
convolutional layer exhibited the same form as the first 
layer and added some more features. The image size and 
the kernel size were reduced in the subsequent layers. 
They employed the ReLu activation function and max 
pooling layers with the ADAM optimizer, using an 
additional softmax layer to classify the healthy and 
diseased leaves, achieving an accuracy of 96.28% on 
testing dataset. The use of image expansion techniques 
like alteration of image shapes and angles have led to 
higher accuracy when dealing with redundant data. 
HOResNet [19], a different ResNet-based architecture 
that aims for a robust recognition of plant diseases was 
proposed. With photos captured in actual agricultural 
situations, the study investigates the issue of low 
precision in the diagnosis and classification of plant 
diseases. By experimenting with photographs of 
various sizes, shooting angles, positions, backgrounds, 
and lighting, it strengthens the ability to resist influence. 
The outcomes showed that the method was accurate 
in detecting diseases between 90.14% and 91.79%. 
A CNN-based approach of identifying anthracnose 
lesions by employing data augmentation methods using 
Cycle-Consistent Adversarial Network (CycleGAN) 
[20], used a DenseNet to enhance the low-resolution 
resource layers of the YOLO-V3 model, resulting in 
accuracy of 95.57%. A novel deep convolutional neural 
network (DCNN)-based method for the identification 
of yellow rust crop disease [21], utilises extremely 
high spatial resolution hyperspectral pictures taken 
with UAVs. The suggested model included a number 
of Inception-ResNet layers for feature extraction and 
was tuned to determine the network’s ideal depth and 
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breadth. The idea uses three-dimensional data and can 
identify yellow rust in wheat with an accuracy of 85% 
by using spatial and spectral data. OR-AC-GAN is a 
technique discussed in [22], that was created for the 
early identification of the tomato spotted wilt virus 
utilizing hyperspectral images and an auxiliary external 
removal classifier using opposed generation networks. 
Plant segmentation, spectrum classification, and 
picture classification are all included in the concept. 
The findings indicated that the accuracy reached 
96.25% before the onset of apparent symptoms. The 
deep study of the available literature points towards 
some common limitations of the existing methods for 
wheat disease detection as given below.

•	 Computational Complexity, the hardware needs 
required to run these models are significant, 
limiting total model utilisation and even additional 
model advancements such as detection of new 
illnesses or diseases in other crops.

•	 Training time, or the time required to learn from 
the database and adjust its internal parameters 
for making future predictions is high and will 
continue to rise proportionally with the size of the 
dataset, making it difficult to update the underlying 
database on a regular basis to improve the results.

•	 Inconsistent findings across many performance 
criteria; aside from accuracy, other performance 
metrics were inconsistent in all circumstances.

Materials and Methods

A deep learning-based framework for wheat disease 
detection and classification is developed using the 
convolutional neural network as shown in Fig. 1. The 
description of all the components of the developed 
model is provided below.

Convolutional Neural Network

Convolutional Neural Networks have made significant 
advancements over the past decade in fields pertaining 
to pattern recognition such as voice recognition and 
image processing. One of major reasons behind the 
desirability of Convolutional Neural Networks over 
Artificial Neural Networks is the reduction in the 
parameter count [23], thus making it a viable solution 
for researchers to build bigger models to solve much 
complex problems that could not be addressed by 
regular ANNs. One of the most crucial assumption of 

problems that CNN solves is that they involve spatially 
independent features, in the case of a leaf detection tool, 
the primary focus is discovering the leaf in an image 
regardless of its positioning in that image. Another 
important aspect of CNN is its ability to extract abstract 
features while input propagates to deeper levels, in 
the example of an image detection tool, the first layer 
could extract the boundary or edges of the image, 
followed by the second layer extracting simpler forms 
and finally the higher-level features such as the object 
such as the leaf being extracted in the subsequent layers 
[24]. Due to the reduction in the parameter count and 
the ability to extract features while input propagation, 
as compared to other algorithms for pattern-based 
classifications, CNNs require substantially lower pre- 
processing [25]. CNN have the ability to automatically 
and adaptively learn filters through the process of 
back- propagation supported by convolution, pooling 
and a fully- connected layer in order to extract the 
relevant features for the classification, taking away 
from manually preparing these filters in the traditional 
approaches. This ability enables the network to better 
understand the complexity of the image, by providing 
a better fit for the image dataset by reduction in the 
number of parameters to be examined as well as the 
ability to reuse the weights.

Fig. 1. Architecture diagram of proposed model for wheat 
disease detection and classification
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Layers

•	 Pooling: Pooling is a significant step in any 
convolution- based networks, it helps in 
compressing the feature maps extracted in the 
previous layer. It preserves important information 
and removes unnecessary information by 
combining a group of values into a smaller 
group of values, thus turning the joint feature 
representation into valuable information. This 
further enables the model to be trained properly 
only on the dominating features that are spatially 
invariant, i.e. not affected by the position or the 
rotation of the object being classified. Polling is 
further divided into two classes: max pooling and 
average pooling. Max pooling yields the greatest/
largest value from the region covered by the Kernel 
on the image. Whereas, average pooling yields the 
average of all the values from the region covered 
by the Kernel on the image. Our model makes 
use of the Max Pooling class, it not only derives 
the highest values from the region but also helps 
in de-noising as well as completely ignoring the 
defective activations. Average pooling, on the 
other hand, only compresses the feature map as a 
noise suppression technique. Thus, max pooling 
out performs average pooling and makes it more 
fit for application with our proposed model.

•	 Flatten and Dense (Fully Connected Layer): 
Fully connected layer is (usually) an easier and cost-
efficient way of learning non-linear combinations 
of high-level characteristics observed from the 
result of the convolutional layer, enabling the 
fully-connected layer to learn a function that may 
or may not be linear in that area [26]. The initial 
convolutional layer in a neural network has to know 
the dimension of the picture that is provided to it 
as input. The output of the picture will be provided 
to the dense layer after it has been processed 
through all convolutional layers and pooling 
layers. Because the convolutional layer’s output 
is multidimensional and the dense layer’s input 
is single- dimensional, or a 1-D array, we cannot 
pass the convolutional layer’s output directly to the 
dense layer. As a result, between the convolutional 
and dense layers, we will utilise the Flatten() 
technique. A multidimensional matrix is reduced 
to a single dimension via the flatten() technique. In 

neural networks where data is processed in a single 
direction, the input received is flattened and back 
propagation is used in each of the training cycle. The 
model with the help of classification methods such 
as softmax is able to characterise images across a 
number of epochs by identifying dominating and 
specific low-level features. A dense layer is deeply 
connected with its preceding layers, where each of 
the neuron in the dense layer receives input from 
all of the neurons of the previous layer. The results 
from the convolutional layer serve as a base upon 
which the dense layer is applied to categorize the 
images [27].

Activation Function

The neurons calculate a weighted average of their input 
in each of the layers of the neural network, the output 
of the same being processed through a non-linear 
function called the “activation function” serves as the 
neuron’s output. This procedure is applied throughout 
the neurons present in all the levels of the neural 
network. The convolution neural network’s activation 
function is a crucial component. A nonlinear activation 
function is typically used to map the calculated features 
in the three phases of a convolution neural network, 
convolution, sub-sampling, and full-connection, 
in order to overcome the problem of inadequate 
expressiveness produced by linear operation [27].

•	 ReLU: The Rectified Linear Activation Unit, 
has become the norm for a variety of neural 
networks because of its ease to train and the 
frequent performance enhancements. Depending 
upon the input, if the input is positive the ReLU 
returns the input as it is for the output but if the 
input is negative, the ReLU returns 0 in place of 
the original input, thus resulting in reduction in the 
overall computation going forward. The Rectified 
Linear Activation Function provides a solution for 
converting a non-linear function to behave like a 
linear function which is a mandatory requirement 
for training a deep neural network using stochastic 
gradient descent with back propagation of 
mistakes. A ReLU, is a component that performs 
the REL function or the change in behaviour of a 
non-linear function to a linear function. Further, 
rectified networks make use of rectifier function 
in the hidden layers. Due to the fragility of ReLu 
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activation neurons, some input during training 
may fall into the hard saturation area, leading 
to permanent neuronal death, preventing the 
updating of the appropriate weight. Additionally, 
the Relu function generates the output with 
migration phenomena by setting a portion of the 
neuron’s output to zero. Such obnoxious forced 
sparse processing may hide numerous beneficial 
characteristics, having a negative impact on the 
effectiveness of model learning. Excessive sparsity 
may cause increased error rates and lower the 
model’s useful capacity. The convergence of the 
network may be impacted by both the migration 
phenomena and neuronal death.

•	 Softmax: The Softmax Function, a generalisation 
of the Logistic Function, guarantees that our 
forecast adds up to 1. The Softmax function usually 
serves as the activation function at final layer in a 
neural network to normalize the output of a network 
to a probability distribution over predicted output 
class. The Softmax function and the cross-entropy 
function are closely related, on application of the 
Softmax function, the cross-entropy function is 
acts as the loss function in the network to validate 
the model’s correctness as well as to improve the 
functioning of the network. The cross entropy helps 
overcome issues such as the output value being 
much smaller than the true value at the start of the 
back propagation, by slowing the gradient descent. 
The Softmax function reduces the vector of K real 
values into a vector of K real values that sum up 
to 1 by converting all of the varying values in the 
vector to be between 0 and 1, thus enabling it to 
be interpreted in terms of probability. It translated 
little or negative values into smaller probability 
and on the other hand, the larger or positive 
values into probabilities, but always summing up  
to ‘1’.

Wheat Disease Detection  
and Classification

This section presents the stepwise procedure of wheat 
disease detection and classification using the developed 
model described in earlier section-2. The stepwise 
implementation procedure for the developed model is 
given in algorithm-1.

Algorithm-1: Developed model for wheat disease 
Detection and Classification

•	 To begin, the actual and pretraining datasets are compiled. 
In order to prepare the images for learning, they are pre-
processed by resizing, rescaling, and formatting the 
color space. The images are then flattened into vectors 
for processing.

•	 Next, the compiled pretraining dataset is run through the 
model. This helps initialize the weights to more relevant 
values for training, rather than relying on random 
initialization of weights.

•	 Then, the actual dataset is split into training and testing 
sets using random selection.

•	 Next, the training dataset is run through the pretrained 
model. This step calibrates the preinitialized weights to 
the actual dataset for prediction on unseen data, resulting 
in the final, fully trained prediction model.

•	 To evaluate the model, the testing dataset is run through 
the final model and assess it using various selected 
metrics.

Dataset Description

For the pre-training dataset, the data was compiled 
from the freely available [28]. A neural network is pre-
trained by first applying the model to a single task or 
dataset. Afterwards, the model is trained on a different 
task or dataset using the parameters or model from 
previous training. By doing this, the model gains an 
advantage over beginning from scratch. This dataset 
contains approximately 87K RGB images of healthy 
and diseased leaves and which is divided into 38 classes 
that include crops of apple, bell pepper, cherry, corn, 
grapes, orange, peach, blueberry, potato, raspberry, 
soyabean, strawberry, and tomato, some of which are 
shown in Table 1 along with their distribution. For the 
actual training dataset information was gathered from 
a number of publicly accessible databases [29]. Images 
of the affected plants were gathered from various 
databases for the three diseases that account for the 
majority of the yield loss in wheat: Tan Spot, Leaf 
Rust, and Stripe Rust.

•	 P. striiformis Westend. F. sp. tritici (Pst), a 
pathogen found in temperate areas with chilly and 
damp conditions, is the root cause of wheat stripe 
(yellow) rust [30]. Found mostly on the leaves, 
but also on the stem and leaf sheaths. Pst affects 
over 88% of the wheat types in the globe, causing 
roughly US$ 1 billion in losses annually.
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•	 Leaf rust, the most common and widespread of the 
wheat rust diseases, is caused by (Puccinia triticina 
Eriks [31-33]. Although the timing and location of 
grain losses brought on by leaf rust vary, the disease 
has a considerable economic impact [34-35]. More 
than US$ 350 million in damages are thought to 
have been incurred by Pt in the US between 2000 
and 2004. Leaf rust is a difficult disease to cure 
due to the pathogen’s great diversity, the regular 
appearance of novel virulence profiles, and the 
pathogen’s strong tolerance to a wide range of 
temperatures.

•	 Tan spot, also known as yellow spot or yellow 
leaf blotch, is a foliar spotted disease caused by 
yrenophora tritici repentis that affects all major 
wheat-growing regions worldwide [35]. Average 
yield losses are 50%, although yield losses of up to 
50% have been observed in disease- prone regions 
[36].

To prevent innate biases from showing up in the 
data, the distribution of the photographs was balanced 
as shown in Table 1, and they were carefully chosen for 
their quality and suitability for our intended use.

Table 2. Sample images (each class)

Class 
Name

Images Sample Source Image

Yellow 
Rust 924

Brown 
Rust 902

Tan 
Spot 910

Healthy 1116

Pre-processing

Real-world datasets are rarely in a usable state as-is, 
thus some operations need to be performed on the 
data to optimise it for machine learning. For image 
data, this can include operations like rescaling, 
resizing etc. as well as noise reduction, enhancement, 
normalisation to improve image quality for further 
processing. CNNs are designed to automatically learn 
and extract important information from raw image 
data, which reduces the need for feature engineering, 
however based on input images, pre-processing may 

be required to standardise input, reduce noise and 
format the images. For pre-processing the compiled 
dataset, which was assembled from several sources and 
had various dimensions, we had to resize and rescale 
images into a standard 224x224x3 format. To make 
them easier to utilise with the models, these were then 
compiled into a.csv file in the form of flattened vectors. 
Further for the purpose of comparison, for each of the 
existing model, to adapt the images to the models, the 
pre-processing functions offered by the Keras API was 
implemented, which include some fundamental pre-
processing functionality. For example, in the cases of 
VGG16 and ResNet50, images were converted from 
RGB to BGR format, which is the format in which the 
model was pretrained and thus the pre-trained weights 
were stored.

Performance Metrics

The following set of classification metrics were used 
to compare the various aspects of each of our selected 
models and analyse them based on them because none 
of the metrics available for assessing the effectiveness 
of machine learning and deep learning models alone 
offers a complete picture of the performance of the 
model.

1.	 Accuracy: A measure of how well the model’s 
predicted values match the actual values. This 
being a categorization issue, the accuracy is easily 
determined as: 

	
Accuracy =

 #Data Points Classified Correctly	
...(1)

		  #Total Data Points
2.	 Precision: Precision measures the proportion of 

affirmative identifications that are in fact accurate. 
In other words, for a specific class:

	
Precision =

	 # No. of True Positives	
...(2)

		  #True Positives + #False Positives
3.	 Recall: Recall aims to quantify the percentage of 

true positives for a given class that are properly 
classified. Mathematically,

	
Recall =

	 # No. of True Positives	
...(3)

		  #True Positives + #False Negatives
4.	 F1-Score: As stated, precision and recall are 

counteractive measures to each other. However, 
they are both important to the model. They are 
counter to each other, in that attempting to increase 
precision tends to decrease recall and vice versa. To 
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solve this problem, the F1-score may be used [37].
The F1- score is the harmonic mean of precision 
and recall, and a high F1-score is a singular measure 
that can help us identify a model’s performance, as 
a high F1-score means both precision and recall are 
significant, while a low F1-score means either or 
both of them are very low, which is undesirable.

	
F1-Score =

 2 * Precision * Recall	
...(4)

		     Precision + Recall
5.	 Number of Parameters: The number of 

parameters the model must learn before it may 
be used to forecast data points that have not yet 
been observed. The number of parameters directly 
affects the computational efficiency of the model 
since the more parameters there are, the longer it 
will take to train the model and the longer each 
prediction will take to make when using it on data 
that has not yet been seen [38].

Training metric graphs are an essential tool for 
evaluating the performance of a Convolutional Neural 
Network (CNN) during training. These graphs typically 
show the improvement of accuracy and reduction of 
loss over training epochs, respectively. The accuracy 
metric measures the percentage of correctly classified 
examples during training. It is a measure of how well 
the model is able to classify input data correctly. The 
loss metric, on the other hand, measures the difference 
between the predicted output of the model and the 
actual output. It is a measure of how well the model 
is able to fit the training data. Overall, the training 
metric graphs are a valuable tool for evaluating the 
performance of a model during training and can 
provide insights into both the learning capability and 
optimization process of the model. The training metric 
graphs for the proposed model are presented in Fig. 2, 
which illustrate the evolution of accuracy and loss over 
the training epochs. The graphs indicate that the model 
achieves a high accuracy score and low loss within a 
few epochs of training, demonstrating that the model 
quickly learns to classify the input data with high 
accuracy and minimal error. This observation suggests 
that the proposed model has a strong capability to 
learn and generalize from the training data, which is 
a desirable property for any machine learning model. 
However, it is important to note that the performance 
of the model on the training data may not always 
reflect its performance on unseen data, and further 

evaluation on a separate test set is necessary to confirm 
the generalization ability of the model, which are 
discussed earlier.

Fig. 2. (a) Model Accuracy, and (b) Model Loss

Performance Evaluation of Proposed Model

In this research, the dataset described earlier in this 
section, was split in the ratio of (70:30), where 70% 

Fig. 3. Performance Statistics of Developed Model
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data was used to train the developed model and 30% 
was used for model testing. The performance of the 
developed model for wheat disease detection and 
classification is measured on four performance metrics 
as shown in Fig. 3.

Comparison with State-of-Art Models

The developed model for wheat disease detection and 
classification is also compared with three pre-trained 
models as VGG16, MobileNet and ResNet50 in 
order to gauge its effectiveness and performance. The 
description about these three existing models is briefed 
below.

1.	 VGG16: The VGG16 model [39], along with 
the VGG19, was created for the 2014 ImageNet 
Challenge, where they won numerous problems. It 
is a popular deep learning architecture for image 
classification datasets. It includes 16 layers, 
including a fully connected layer for classification 
and a convolutional layer stack of 13 levels for 
feature extraction. It has 1000 output classes and 
a 224 × 224 × 3 picture input layer. The same 
input structure is used for our purposes, the fully 
connected layers were modified to output four 
classes— one for the healthy class label and three 
for each of the diseases in the dataset.

2.	 MobileNet: A lightweight, mobile CNN 
architecture called MobileNet was created with 
the goal of balancing latency and accuracy 
while outperforming existing state-of-the-art 
architectures with fewer training parameters. It 
offers two hyperparameters that enable a user to 
change the trade-off between latency and accuracy 
based on the limitations of the situation [40]. It 
includes 1000 output classes and a 224 × 224 × 3 
picture input layer, similar to VGG16. As a result, 

the MobileNet architecture was altered to suit our 
needs.

3.	 ResNet50: By reformatting layers as residual 
learning functions that act with relation to the 
input layers rather than unreferenced functions, 
ResNets, also known as Residual Networks, 
attempt to simplify the difficulty of training deeper 
neural networks [40] compared to less complicated 
non- residual designs, residual networks can reach 
depths that are many times greater. The architects 
triumphed in the ILSVRC and COCO classification 
competitions, among others. ResNet50 is a 
residual network with 50 layers, according to its 
specifications. Even among the deeper Residual 
Networks, while being one of the least deep, it 
performs on par with cutting-edge designs. To 
assess its performance, a customized the ResNet50 
architecture, a 50-layer deep residual network 
design, was used for the problem at hand.

The last fully connected layer of each model had a 
SoftMax implementation with 1000 classes since it 
was pretrained on the ImageNet dataset, which has 
1000 classes; we reduced this to 4 classes by altering 
the fully connected layers suitably. Furthermore, 
we freeze all levels of the model except from the 
completely linked layers in order to incorporate the 
idea of transfer learning as previously mentioned 
(see section 1 and Fig. 1). This resulted in a large 
decrease in trainable parameters and, consequently, 
computational complexity since only the parameters 
in the fully connected layer were trained and the 
convolutional layer’s parameters were utilized as-it-is 
for training. Using approved techniques that guarantee 
data balance, the dataset was randomly divided into 
training and testing sets for the purpose of proper 
training and testing. 70% and 30%, respectively, of the 

Table 3. Performance comparative statistics with state-of-art models

VGG16 MobileNet ResNet50 Developed Model

Layers 16 28 50 6
Parameters 1,51,17,667 64,40,387 3,00,10,499 5,04,71,939
Accuracy 0.9381 0.9434 0.8749 0.9449
Precision 0.9418 0.9456 0.9022 0.9471
Recall 0.9381 0.9487 0.8749 0.9449
F1-Score 0.9372 0.9472 0.8748 0.9445
Average training time 100 30 60 5
Average time taken per image 560 50 206 38
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entire dataset were made up of the training and testing 
datasets, which offered enough pictures for training as 
well as a sizeable quantity of testing data to produce 
insightful testing findings. Using the training data 
and batches of 32 photos at a time, the training was 
carried out across 10 epochs for each model. With the 
Adaptive Moment Estimator (ADAM) optimizer and 
Sparse Categorical Cross-Entropy as the loss function, 
the pretrained models used were made accessible via 
the Keras API. The model was then evaluated over 
the testing dataset to verify its correctness while using 
fresh data. The comparative performance statistics so 
obtained are given in Table 3.

Major Findings and Discussions

The major findings of the present research are discussed 
in this section.

•	 To categorise the photos as either healthy or 
having one of the illnesses mentioned as having 
occurred, each of the models was applied to the 
compiled dataset. On the basis of the previously 
mentioned metrics—accuracy, precision, recall, 
and F1 score—the models were assessed on the 
test dataset to see how well they performed while 
trying to classify fresh data. Fig. 3 depicts the 
performance metric results that have been achieved 
by the proposed model, having accuracy: ‘94.49%’, 
precision: ‘94.71%’, Recall: ‘94.49’ and F1-Score: 
‘94.45%’, maintaining consistent results across the 
various performance criteria which were one of the 
limitations observed in the related works.

•	 Table 3 shows the comparison between the 
proposed model and three other models, namely: 
VGG16, MobileNet and ResNet50. Even though 
the performance metrics achieved by the proposed 
model: Accuracy: ‘94.49%’, Precision: ‘94.71%’, 
Recall: ‘94.49’ and F1-Score: ‘94.45%’, do not 
significantly differ from those observed in the case 
of MobileNet : Accuracy: ‘94.34%’, Precision: 
‘94.56%’, Recall: ‘94.87’ and F1-Score: ‘94.72%’, 
under the same circumstances (number of epochs 
and dataset preparation), the main difference 
between the two can be observed in the case 
of average training time – Proposed model: ‘5 
minutes’ and MobileNet: ‘30 minutes’, as well 
as the average time taken per image – Proposed 
model: ‘38 milliseconds’ and MobileNet: ‘50 

milliseconds’, these considerable deviations has 
been achieved by the overall reduction in the 
complexity of the proposed model as compared to 
MobileNet.

•	 As is evident in Table 3. the proposed model only 
consists of a minimal ‘6’ layers (nearest being 
VGG16 with 16 layers) which is considerably 
lower than any of the other models whilst still 
maintaining on par or better performance than 
the other models taken under consideration. 
This has been attained by tweaking the hyper-
parameters, leading to significant reduction in the 
computational requirements to run the model along 
with the strides in time for training of the model 
and classification of the images, thus providing the 
proposed model with an advantage in the real-time 
application of the models for day-to-day analysis.

Conclusion and Future Scope

This paper proposes a novel model for the early 
detection of diseases in wheat crops using image 
analysis. Our model is based on a convolutional neural 
network that was pre-trained on a plant disease dataset. 
Notably, our model was shallower than the other 
models compared, making it more computationally 
efficient. Through comparative analysis with popular 
models such as VGG16, MobileNet, and ResNet50, we 
demonstrated that our proposed model outperformed 
these models in terms of computational cost, while still 
achieving comparable or even better results in terms 
of accuracy, precision, recall, and F1- score, all within 
the same training time. This suggests that our model 
is a more efficient and effective solution for this task, 
especially for devices with limited computational 
power. Given the impressive performance of our model 
in terms of computation and time, it has the potential 
to revolutionize disease diagnosis and treatment in the 
agricultural industry. By integrating the model with a 
knowledge base, it can be used to provide real-time 
remedies for various diseases in their early stages, 
thereby increasing the annual production of crops 
such as wheat. Moreover, the computational efficiency 
of our model makes it suitable for deployment on 
affordable mobile devices with a camera module, 
enabling farmers to diagnose crop diseases using their 
smartphones. This is particularly valuable for farmers 
in remote areas who may not have access to specialized 
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equipment or experts. While our model has already 
demonstrated excellent performance, there is still 
room for improvement. By continuously training the 
model on an extended dataset, we can further enhance 
its accuracy and precision. Additionally, we plan to test 
the model for more diseases and more crops, expanding 
its potential uses and impact. Overall, our proposed 
model represents an exciting advancement in the field 
of disease detection in crops and has the potential to 
significantly improve crop yields and food security.
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In the current scenario, various energy studies and surveys have projected India as one of the fastest growing 
Economy (with last 5-year GDP average equal to 7.178%) and that the energy demand will continue growing 
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Introduction

The three “Es”; Energy, Economy and Environment, 
are closely associated with each other. Population 

and Economy are the driving factors of the Energy 
demand of any country and energy consumption is 
the indicator of country’s development. A developed 
country has the more consumption of energy due 
to advancement in the industry, agriculture and 
transportation sector. India is still among the developing 
countries. The population has increased by 30% in the 
last 2 decades and is projected to be over 1500 million 
by the year 2036 [1]. At present, the population of 
India is 1339 million as compared to 1443 million of 
China and 332 million of United States of America 
[2]. China is the world’s largest consumer of energy 
with annual consumption of 3284 million tonnes of 
oil equivalent (MTOE) in 2019[3]. Both USA and 
China have 40% share of world’s energy consumption. 

United states, though having very less population as 
compared to India and China has the higher per capita 
energy consumption in the world at 6.87 tonnes of oil 
equivalent (TOE) per capita, which is approximately 
12 times that of India having per capita energy 
consumption of 0.6 TOE [3]. Table 1 reflects the present 
energy scenario of the world and other countries as 
compared to India. It can be clearly concluded from 
the table 1 that India is far behind in energy supply 
and production than USA or China. India is steadily 
progressing on its development journey. However, the 
nation’s energy resources are limited in comparison 
to its population size. While having nearly one-sixth 
of the global population, India possesses only about 
0.8% of the world’s total geological reserves. It holds 
5.7% of the total confirmed coal reserves and a mere 
0.4% of proven hydrocarbon reserves [3].The efforts 
are always being made by the government to make 
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India stand among the developed countries. There are 
many developments in technology in Industrial and 
the agricultural sectors. Also, the electrification of the 
remote areas, where electricity has yet not reached, is 
being done. The number of vehicles, both passenger 
as well as goods, are increasing. In short, the demand 
of energy is increasing at a high rate. It is projected in 
various world energy surveys [1-7] that India will be 
the top consumers of energy in the world along with 
China in the future. Therefore, India needs to be self 
reliant for its energy needs and reduce the gap between 
the demand and supply to keep on moving smoothly on 
the path of development. Energy consumption also has 
the effect on the environment. The high energy demand 
can push to the exploitation of the conventional energy 
resources on one hand and also affect the environment 
with various types of pollution. Global warming, air 
pollution, water pollution, food pollution and overuse 
of non biodegradable materials are the results of the 
high energy use which have forced the researchers and 
the lawmakers to look for clean and green alternatives 
to the conventional energy resources. An attempt has 
been made in this paper to analyze the present and the 
future Indian trends up to 2030 of energy consumption 
and production from various resources and the 
challenges that India faces in becoming self reliant for 
its energy needs. 

India Energy Scenario

Present Energy Balance

According to India energy statistics 2018, the total 
primary energy supply in the year 2017-18 was 837.4 
MTOE and the final energy consumption for the same 
year was 553.904 MTOE. The energy Import was 
419.11 MTOE. Figure 1 shows the sector wise energy 
consumption for the year 2017-18. It is clear from 
figure 1 that Industrial sector is the largest consumer 

of energy with 307.49 MTOE (55.51% share). The non 
energy uses include energy transformation, industry 
and chemical industry, etc.

Fig. 1. Final energy consumption sectorwise (2013-14) [8]

In the current scenario, various energy studies and 
surveys have projected India as a fastest growing 
Economy (with last 5-year GDP rate equal to 6.5%) 
and also that the energy demand will continue growing 
in India at the rate of 6.3% [1,6]. The Twelfth Plan 
document from the Planning Commission projected that 
domestic energy production is expected to reach 669.6 
million tons of oil equivalent (MTOE) by 2016-17 and 
increase to 844 MTOE by 2021-22. (figure 2) [7]. This 
production level is expected to cover approximately 
69% energy demand in 2021-22, with the remaining 
energy requirements being fulfilled through imports.

Fig. 2. Trends of demand and production of energy as 
projected in 12th planning commission report

The last 10-year trends from 2004 onwards show the 
average growth of energy demand of 6.26% [2]. As 
a result of continuous economic growth backed by 
the strong government policies, it can be expected 
to 8% average. Figure 3 shows the shows the energy 

Table 1. Various energy indicators (World Energy Scenario 2018-19) [3-5]

Country/
Region

Population 
(Million) 

GDP (Trillion 
USD)

TPE Consumption 
(MTOE) 

Per Capita Energy 
Consumption (MTOE)

TPE Production 
(MTOE)

Co
2
 Emissions 

(Gt)

World 7577.1 98.63 13371 1.912 14421.15 33.51
Africa 1373.4 2.6 733 0.55 1168.72 1.24
Middle East 456.1 3.63 681 3.19 2039 1.773
USA 332.9 20.81 2298.7 7.3 2172.52 4.77
China 1444.2 14.86 2972.1 2.19 2562.24 9.57
India 1393.4 2.59 637.8 0.506 573.558 2.3
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requirement by 2030 in these scenarios (i.e. at average 
rate 6%, 7% and 8%). 

Fig. 3. Future trends of demand and production of energy 
as projected in 12th planning commission report

Considering the 6% average rise in demand annually, 
about 1525 MTOE would be required by 2030. The 
present resources will not be enough to cope up with the 
surging demand. India is presently an energy deficient 
country and has to export crude oil and various other 
energy sources. There is also a great challenge before 
government in managing the present energy resources 
and developing the new ones so that the demand of the 
required energy can be filled indigenously. Presently the 
burden lies on conventional energy resources like coal 
and crude petroleum which are limited in numbers in 
India. The share of non conventional energy resources 
is 12.1% of the total supply. These resources need to be 
developed so that the burden on conventional resources 
as well as the export burden may be reduced. 

Future Energy Trends Sector-wise 

The demand for energy is projected to increase due to 
the population growth, economic policies, and growth 
in Industry. Various Energy surveys and research works 
[9-11] have analysed and predicted the growth rate of 
energy in each sector, viz., Industry, domestic, transport 
and agriculture. The trends of energy consumption for 
these sectors according to these predictions are shown 
in Figs. 4–7.

Fig. 4. Trends in energy demand for industries [9]

Fig. 5. Trends in energy demand for transport [10]

Fig. 6. Trends in energy demand for domestic sector [10]

Fig. 7. Trends in energy demand for agriculture sector [11]

•	 Industrial sector: Projected energy consumption of 
Indian industry as per International energy agency, 
France is 600-634 MTOE by year 2050[9] which 
reflects average 3% annual growth in Industrial 
energy consumption. The last 7-8 years have seen 
the Industrial energy consumption growth at the 
average annual rate of 5.8%. [7-8, 12, 13]. Backed 
up by strong policies of Indian government for 
Indian industry boost further, we can assume the 
same progress up to next 15 years and the energy 
demand has been predicted as shown in Fig. 4.

•	 Transportation sector: The total number of 
vehicles in India have increased at the average rate 
of approximately 10.5% per annum [12]. India 
has the largest consumer of two wheelers in the 
world. The two wheelers have around 72% of the 
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share in the number of vehicles present in India at 
present (Fig. 8). Trends further indicate that India’s 
energy consumption in the transportation sector 
is expected to grow at the highest rate globally, 
averaging 5.5% annually, significantly outpacing 
the global average of 1.4% per year. Additionally, 
overall energy demand in India is projected to rise 
at an average rate of 6.4% per year. [10].

•	 Domestic sector: India is the third largest producer 
of electricity in the world with production of 
1208400 GWh in year 2014 [2]. India is presently 
the fourth-largest electricity consuming country 
and accounts for about 5% of the world’s total 
annual electricity consumption. India’s demand 
for electricity is rising at a remarkable pace. Over 
the past decade, the country’s annual electricity 
generation and consumption have grown by 
approximately 64%. Looking ahead, India’s 
electricity consumption is expected to grow at one 
of the fastest rates globally, with overall energy 
consumption projected to increase by an average 
of 5.2% annually [10]. Figure 6 shows the trend in 
demand up to 2030. 

•	 Agriculture sector: The trends of energy 
consumption in agriculture sector are represented 

in Fig. 7. The use of technology and fertilizers 
enhance the energy consumption. It has been 
estimated in various energy reviews that the energy 
consumption will increase at an average rate of 4% 
per annum. Therefore, India would be requiring 
approximately 28 MTOE of energy during this 
year for agriculture sector.

From the trends of energy demand discussed above, It 
can be concluded that:

(a)	 The demand for energy continues to increase in all 
the sectors with industry sector having the largest 
share.

(b)	 The energy resources need to be developed in India 
to make up for the increased energy demand.

(c)	 The strategies need to be developed and analysed 
so that the import of various energy resources can 
be reduced.

(d)	 The consumption in energy also leads to increased 
CO2 and other emissions which is of prime concern 
to the World and India today.

The Energy Resources of India

Currently, fossil fuels such as petroleum, coal, and 
natural gas serve as the primary sources of energy. 
Although these fuels continue to form under the earth’s 
heat and pressure, their consumption far exceeds the 
rate at which they are replenished. This imbalance 
classifies fossil fuels as non-renewable resources, 
as they cannot be replaced quickly enough to match 
their usage. In India, the major burden for the supply 
of energy is on coal as there is increase in the electric 
energy demand as well as materials in which coal is a 
key component of production such as steel and cement. 
The crude oil is another major energy resource. India, 
not having much of the reserves, has to import around 
80% of its crude oil demand. The renewable has lesser 
shares in energy supply at present though the share 
of hydro energy is significant among the renewables 

Fig. 8. The vehicle population shares in India

Fig. 9. Percentage share of each resource in TPES [8]

Table 2. Primary energy supply from various resource

Resource Share (MTOE) Percentage Share

Coal 382.355 64.11
Crude oil/oil products 183.120 30.7
Hydro energy 11.587 1.94
Natural Gas 9.896 1.6
Nuclear energy 8.913 1.49
Others 0.954 0.08
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(around 1.9%). Nuclear energy is another significant 
resources and is currently being developed to large 
extent.

Fig. 10. Share of each resource in total primary  
energy supply 

Coal

Coal is the most abundant fossil fuel on earth, with 
confirmed reserves of approximately 1,000 billion 
tonnes. [14] and its consumption is next only to oil. 
Coal contributes to about 26% of the world’s primary 
energy consumption and approximately 40% of the 
global energy used for electricity generation. [15]. 
Bituminous coal is the most abundant type of coal, 
serving as the primary source of coke for smelting, 
coal tar, and various chemically modified fuels. At 
existing production rates, current coal reserves are 
expected to meet demand for nearly 150 years. The 
remaining recoverable resources are even greater, 
making a shortage of coal unlikely to limit production. 
Additionally, coal is the most widely distributed fossil 
fuel, with 43% of proven reserves located in OECD 
countries, compared to 10% for natural gas and 16% 
for oil. [15]

The rise in global coal consumption is mainly due to 
the growing demand for electricity in China, India, 
and other non-OECD countries, where total power 
generation has more than doubled since 2000. More 
than half of this increased electricity generation has 
been fuelled by coal.

Coal accounts for approximate 26% of the world’s 
primary energy consumption and around 40% of the 
energy consumed worldwide for electricity generation. 
At present coal production levels, the world reserves 
would meet demand for almost 110 years. India has 

proven coal reserves of 344.05 billion tons which 
is 6.8% of the world reserves. India was 3rd largest 
in the world producer of coal after China and USA 
with production equal to 565.77 million tons in 2014  
(MTs).

•	 Reserve/Production (R/P) Ratio = No. of years the 
reserve can last = 223 years

•	 Net coal imports = 166 million tons 
•	 Import burden approximately 22 lakh USD/year

Crude Oil

India is the fourth largest consumer of crude oil in the 
world. The present proven reserves of oil in India are 
800 million tons against the 240,000 million tons with 
R/P 52.5. The Demand for diesel in India is about 8 
times that of petrol. India imports about 80% of its 
crude oil demand at present.

Table 3. Imports of crude oil (value) in  
2005-06 and 2013-14

Year Imports (MMT) Value (Thousand Crore Rs) 

2005-06 100 249546 
2013-14 190 864875 

Natural Gas

The Natural Gas reserves in the world are 187 trillion 
cubic meters R/P is 54. India’s present share in world 
production of Natural Gas is a less than 1%. The 
proven reserves in India are 1.4 trillion cubic meters  
R/P 45.

Nuclear Energy

There are 7 nuclear plants across India with 21 Nuclear 
reactors at present. Further 8 sites have been proposed 
to be set up. The present Capacity is 5780 MW. But the 
potential of nuclear power generation is 43644 MW.

Renewable Energy

The total potential for renewable power potential 
generation in the country estimated at 531414 GWh 
[17]. That means we are utilizing just 1/3 of the 
Renewable resources Share of Renewable energy can 
be 46 MTOE, i.e. around 11%. 
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Table 5. Per capita energy consumption for various 
countries/regions

Country/Region CO
2
 Emissions/Capita (Gt) [2,4] 

World 31.734 
OECD countries 12.341 
Africa 0.968 
Middle East 1.607 
USA 5.2 
China 8.7 
India 1.8 

Energy issues 

There are many issues pertaining to the energy 
consumption that arise concerns. The foremost 
issue due to which the whole world is concerned is 
global warming. With development and the energy 
consumption, CO2 consumption is increasingly 
rejected into the environment. Table 5 shows the CO2 
emissions per capita for various countries and regions 
of the world.

The other energy challenges that are bothering the 
leaders of the world are:

•	 Energy Poverty – in 2009–2010, an estimated 
29.8% of India’s population—350 million people—
lived below the poverty line [20]

•	 Energy efficiency
•	 Energy Intensity 
•	 Energy Subsidies
•	 Pollution
•	 Import Burden

Energy balance 2030

As per the trends of energy demand from all the sectors, 
the energy 1500 MTOE considering 6% AGR. Then 
the trends of energy production from various resources 
are indicated in Table 6. The Total Primary energy 

supply From conventional resources is predicted to be 
1018 MTOE and from the Non conventional Energy 
resources is 216 MTOE which is assumed on the 
basis that it will have 20% share in the total energy 
production. Therefore there will be still an energy 
deficit of 280 MTOE by 2030.

Table 6. Trends of energy production from  
various resources

Resource CAGR (Last 8 years) 

Coal and Lignite 3.85% 
Crude petroleum 1.79% 
Natural Gas 1.06% 
Nuclear 7.2% 
Hydro 3.8% 

Conclusion

•	 China and India are projected to dominate in global 
energy demand.

•	 The present energy scenario in India is not 
satisfactory.

•	 Energy demand is expected to increase at an annual 
rate of 6-7% with final energy demand of 1700 
MTOE by 2030

•	 Maximum demand for Energy by will be form the 
Industry sector. 

•	 Coal will continue to have the largest share in Total 
Primary energy supply.

•	 There is tremendous scope in the potential of 
Nuclear energy consumption and Renewable 
energy.

References
[1]	 India Population census website, 2021. https://

censusindia.gov.in/Census_Data_2001/Projected_
Population/Projected_Population.pdf

[2]	 http://www.worldpopulationbalance.org/population_
energy

Table 4. Use of renewable energy country-wise

Country Hydropower Wind Power Biomass and Waste Solar Power Geothermal Total 

China 1,070,000 160,000 4,2000 2,8200 - 1300,000 
USA 260,000 180,000 64,000 18,300 16,600 540,000 
Brazil 510,00 7,000 42,300 – – 559,300 
Canada 395,700 12,000 9,400 800 – 417900 
Russia 176400 - 3,400 – – 179800 
India 135000 30,000 5,000 3,000 – 178000 

Units: GWh Data for 2013-14; Source: [2, 8, 15, 16, 18, 19]



60    International Journal of Science & Technology (PRAGYANAM)

[3]	 India’s Ministry of Petroleum and Natural Gas, Indian 
Petroleum and Natural Gas Statistics 2014-15, page 35; 
Indian Petroleum and Natural Gas Statistics 2017-18, 
page 44.

[4]	 Global Energy Statistical Yearbook, 2020, https://
yearbook.enerdata.net/

[5]	 IEA (2021), India Energy Outlook 2021, IEA, Paris 
https://www.iea.org/reports/india-energy-outlook-2021

[6]	 BP statistical review of world energy, 2015, 64th ed., 
url: www.bp.com/statisticalreview.

[7]	 European business and technology centre, Report on 
transportation and energy in India, 2019.

[8]	 Key world energy statistics, International Energy 
agency, 2019, url: www.worldenergyoutlook.org

[9]	 Energy and Climate change: World outlook special 
report, International Energy Agency, 2019.

[10]	2019 world Energy Issues Monitor, World Energy 
Council, 2019. www.worldenergy.org.

[11]	Energy statistics (2019), Ministry of statistics and 
programme implementation, Twentieth issue, Govt. of 
India.

[12]	Energy statistics (2020), Ministry of statistics and 
programme implementation, Twentieth issue, Govt. of 
India. 

[13]	International Energy Agency. Energy transition for 
Industry: India and the Global context. France, 2011.

[14]	Stephane de la Rue du Can, Virginie Letscher, Michael 
McNeil, Nan Zhou, and Jayant Sathay. Residential 
and transport energy use in India. Berkeley National 
Laboratory, USA. 2009.

[15]	Girish Kumar Jha (2012), Suresh Pal and Alka Singh. 
Energy Requirement for Indian Agriculture, Division of 
Agricultural Economics, Indian Agricultural Research 
Institute, New Delhi.

[16]	https://data.gov.in/visualize3/?inst=556520bb219fe4ee 
7ad43af7cd98089b#

[17]	Narasimha Rao (2009), Girish Sant, & Sudhir Chella 
Rajan. An overview of Indian Energy Trends: Low 
Carbon Growth and Development Challenges. Prayas, 
Energy Group, Pune.

[18]	BGR (2009), Energy Resources, Reserves, Resources, 
Availability (Crude Oil, Natural Gas, Coal, Nuclear 
Fuels, Geothermal Energy).

[19]	World Energy Council (2013), World Energy Resources: 
Coal.

[20]	Energy statistics (2014), Ministry of statistics and 
programme implementation, Twenty first issue, Govt. 
of India.



Trajectory Tracking Control of a Two-Link Manipulator Including Actuator 
Dynamics Based on Sliding Mode Controller
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Abstract
This paper presents a robust trajectory tracking control strategy for a two-link manipulator, considering the 
actuator dynamics, using a Sliding Mode Controller (SMC). The proposed method effectively addresses the inherent 
challenges of nonlinearity, uncertainties, and disturbances in manipulator dynamics, which are common in real-
world robotic systems. By incorporating actuator dynamics into the control framework, the SMC ensures that the 
manipulator can maintain high precision in its trajectory tracking, even in the presence of external disturbances 
and parameter uncertainties. The SMC’s inherent robustness makes it particularly suitable for applications where 
system parameters are not perfectly known or subject to change. The stability and convergence of tracking errors are 
thoroughly analyzed using Lyapunov-based methods, providing a solid theoretical foundation for the controller’s 
effectiveness. The Lyapunov analysis guarantees that the tracking errors converge to zero asymptotically, ensuring 
the manipulator follows the desired trajectory with minimal deviation over time. Moreover, the control strategy 
accounts for the actuator dynamics, minimizing the impact of voltage and current fluctuations, thereby improving 
the efficiency and longevity of the actuators. Simulation results confirm the robustness and effectiveness of the 
proposed controller, demonstrating fast error convergence, stability, and precise trajectory tracking even in the 
presence of model uncertainties and external disturbances. These results validate the applicability of the Sliding 
Mode Controller in real-world scenarios, highlighting its potential for high-precision robotic tasks. 

Keywords: Sliding Mode Control, Two-Link Manipulator, Actuator Dynamics, Trajectory Tracking, Robust 
Control
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Introduction

Robotic manipulators have become an essential 
component in various industries, including 

precision assembly, welding, and medical robotics, 
where accurate and fast motion control is of paramount 
importance. These manipulators are designed to 
perform complex tasks that require high precision, 
such as assembling microelectronics, performing 
delicate surgeries, or welding intricate parts. In 
these applications, the ability to precisely control 
the manipulator’s movement is critical for ensuring 
product quality, safety, and operational efficiency. 
However, achieving accurate and reliable motion 
control in robotic manipulators is not a straightforward 
task, as the system dynamics are inherently nonlinear, 
and are often influenced by external disturbances and 

uncertainties, such as variable loads or environmental 
changes.

The control systems of robotic manipulators are 
complicated by several factors, including nonlinearities 
in the manipulator’s dynamics, actuator uncertainties, 
and external disturbances.

These challenges are further exacerbated in electrically 
driven robotic manipulators (EDRMs), where the 
performance of the actuator depends heavily on 
factors such as motor electrical circuits, friction, and 
back electromotive force (EMF). Traditional control 
approaches, including classical PID and modelbased 
controllers, often assume ideal conditions, neglecting 
the influence of actuator dynamics. This oversight can 
significantly degrade the performance of the control 
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system, particularly under high-speed and high-torque 
operations, where the effects of actuator dynamics 
become more pronounced. As a result, traditional 
control techniques may struggle to achieve the desired 
performance in real-world conditions,where actuator 
characteristics, such as voltage and current variations, 
can significantly influence the torque generation and 
the overall performance of the manipulator[1-29].

For electrically driven robotic manipulators, actuator 
dynamics, including the motor’s electrical circuits, 
friction, and back EMF, play a crucial role in 
determining the torque generated by the actuator. 
These dynamics can lead to inaccuracies in the control 
system if they are not properly accounted for. Ignoring 
these effects can lead to significant deviations from 
the desired trajectory, reducing the precision of the 
manipulator’s motion. In fact, actuator dynamics are 
particularly important when considering high-speed 
or high torque operations, where variations in voltage, 
current, and the electromagnetic forces within the 
motor can have a substantial impact on the performance 
of the manipulator. While several methods have been 
proposed to model and account for these actuator 
dynamics, many of these techniques fail to provide 
robust performance under varying operating conditions. 
They often neglect uncertainties and disturbances that 
can arise due to environmental changes, system wear, 
or modeling inaccuracies.

Moreover, the interaction between the mechanical 
dynamics of the manipulator and the actuator dynamics 
introduces additional complexity. Traditional model-
based control methods, which rely on detailed 
knowledge of the system dynamics, often struggle to 
address this complexity efficiently. These methods 
assume that the system parameters are known precisely 
and remain constant throughout the operation. However, 
in practice, uncertainties in model parameters and 
environmental disturbances can significantly affect 
the performance of these controllers. The nonlinear 
coupling between the manipulator’s mechanical 
dynamics and actuator dynamics further complicates 
the control design, as the system’s behavior can change 
rapidly depending on the operating conditions.

To address these challenges, Sliding Mode Control 
(SMC) has emerged as a promising solution. SMC is a 
nonlinear robust control technique known for its ability 

to handle uncertainties, nonlinearities, and external 
disturbances effectively. The key feature of SMC is 
its ability to force the system trajectories to ”slide” 
along a predefined surface, called the sliding surface, 
which is designed to guarantee robustness and stability. 
This sliding motion ensures that the system remains 
insensitive to uncertainties and disturbances, as long 
as the system stays on the sliding surface. This makes 
SMC particularly suitable for systems like robotic 
manipulators, where uncertainties, disturbances, and 
nonlinearities are prevalent. The robustness of SMC 
arises from its ability to provide consistent performance, 
even in the presence of significant uncertainties or 
model inaccuracies. Previous works have applied 
SMC to robotic manipulators, demonstrating its ability 
to achieve stable and accurate trajectory tracking. 
However, most of these works have focused on the 
manipulator’s mechanical dynamics and have not 
fully integrated the actuator dynamics into the control 
framework.

In this paper, we propose an advanced Sliding Mode 
Control strategy that explicitly incorporates actuator 
dynamics for trajectory tracking of a two-link 
manipulator. The key idea is to model the actuator 
dynamics, including the motor’s electrical circuits, 
friction, and back EMF, and integrate them into the 
control framework. This allows the controller to 
compensate for the influence of actuator dynamics, 
ensuring that the manipulator can track the desired 
trajectory accurately, even under realistic operating 
conditions. The proposed method improves the 
performance of the manipulator by addressing both 
the mechanical and actuator dynamics, which are 
often overlooked in traditional control strategies. 
By doing so, the SMC guarantees robust trajectory 
tracking performance, even in the presence of model 
uncertainties and external disturbances.

The main contributions of this paper are as follows:

•	 The integration of actuator dynamics, including the 
motor’s electrical dynamics, into the manipulator’s 
control framework, improving accuracy and 
robustness.

•	 The design of a Sliding Mode Controller (SMC) 
that ensures robust trajectory tracking performance 
by compensating for nonlinearities, uncertainties, 
and disturbances.
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•	 The application of Lyapunov’s direct method for 
stability analysis, providing theoretical guarantees 
for the convergence of tracking errors and ensuring 
the robustness of the control system.

Through the proposed method, the manipulator is able 
to achieve accurate trajectory tracking in the presence 
of uncertainties and external disturbances, providing an 
enhanced level of performance compared to traditional 
control strategies. Simulation results validate the 
effectiveness of the proposed controller, demonstrating 
its ability to handle the complexities of both the 
mechanical and actuator dynamics. This approach 
represents a significant step forward in the design of 
robust controllers for robotic manipulators, ensuring 
their reliable performance in real-world applications.

Dynamics of a Two-Link Manipulator

The dynamics are described as:

  
where:
•	 q is a joint position vector.
•	 M(q) is an inertia matrix.
•	 C(q, ) is Coriolis and centrifugal forces.
•	 G(q) gravitational force vector.
•	 τ

f 
: Frictional torque.

•	 τ: Actuator torque.

Actuator dynamics are modeled as:

    Lİ + RI + K
e

 = u

where
•	 I is the armature current, are the inductance, 

resistance, and back EMF constants, respectively.
•	 u is the input voltage vector applied to the actuator.

The  actuator  dynamics  are  tightly  coupled  with  the 
manipulator’s  mechanical  system  .The  actuator’s 
torque  output  depends  on the  voltage  input  ,which is 
in turn influenced by the motor’s electrical dynamics. 
This  coupling  makes  it  essential  to  design  a  control 
system  that  accounts  for  both  the  mechanical  and 
electrical aspects of the system.

Integration of Actuator and 
Manipulator Dynamics

Actuator dynamics, including the electric motor 
dynamics, are modeled as second-order systems 

influencing the joint torque generation. The motor’s 
response to the input voltage and its feedback loop 
with the manipulator are essential for precise trajectory 
control. These dynamics introduce time delays and 
nonlinearities, which must be mitigated in the control 
design.

To model the complete system, the manipulator’s 
dynamics and actuator dynamics are integrated into 
a unified system. The overall system’s state-space 
representation is constructed by combining the 
equations of motion for both the manipulator and the 
actuator. This comprehensive model forms the basis 
for the Sliding Mode Controller (SMC) design, which 
is robust to variations in load, speed, and external 
disturbances.

Sliding Mode Controller Design

Sliding Surface

The tracking error is defined as:
    e

q
 = q

d
 – q; ė

q
 = 

d
 – 

Where q and  are the desired position and velocity 
trajectories. The sliding surface is defined as:

Sliding surface:
    s = ė

q
 + λe

q

where λ > 0 is a design parameter that ensures 
exponential convergence of the error.

Control Law

The control law is designed to minimize the tracking 
error by forcing the system to slide along the sliding 
surface. The control input is given by
    u = – K

s
 – fsign(s) + K

e
  + Ri

where:
•	 K is a gain matrix that determines the rate of 

convergence of the system.
•	 fsign(s) compensates for uncertainties and 

disturbances.
•	 The term K

e
  + Ri accounts for actuator dynamics, 

compensating for the electrical and mechanical 
coupling.

Chattering Mitigation

To mitigate the chattering effect typical in sliding 
mode control, we use a smooth approximation of the 
sign function:
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where ε is a small constant that smoothens the control 
input.

Stability Analysis

Lyapunov Function for Stability

The stability of the control system is analyzed using 
Lyapunov’s direct method. We define the Lyapunov 
candidate function:

    V = 1/2 ST S

Taking the time derivative of V, we get:

  
where k > 0 is a positive constant. This condition 
ensures that the sliding surface decreases over time, 
leading to the convergence of the tracking error.

Barbalat’s Lemma

According to Barbalat’s Lemma, if is semi-negative and 
bounded, the system will converge to the equilibrium 
state. In our case, this guarantees that the tracking error 
will converge to zero as t → ∞.

Simulation Results

System Parameters

•	 m1 = 1.0 kg: Mass of link 1
•	 m2 = 1.0 kg: Mass of link 2
•	 l1 = 1.0 m: Length of link 1
•	 l2 = 1.0 m: Length of link 2
•	 r1 = l1/2 = 0.5m: Distance to center of mass of link 

1
•	 r2 = l2/2 = 0.5m: Distance to center of mass of link 

2
•	 I1 = 0.333 kg.m2 Inertia of link 1
•	 I2 = 0.333 kg.m2 Inertia of link 2
•	 g = 9.81 m/s2: Gravitational acceleration.

Actuator Parameters

The actuator parameters are given by:

•	 L = 0.5 H: Inductance
•	 R = 1.0 Ω: Resistance
•	 k

e
 = 0.01 V. s/rad: Back EMF constant.

Desired Trajectory

The desired trajectory for the manipulator is sinusoidal 
with adjustable frequency and amplitude. The desired 
joint angles, velocities, and accelerations are defined 
as:

•	 Desired joint angles: 

•	 Desired velocities: 

•	 Desired accelerations: 

The figures provided illustrate the successful 
implementation of the Sliding Mode Controller 
(SMC) in a robotic manipulator, demonstrating its 
effectiveness in trajectory tracking under realistic 
operational conditions, including actuator dynamics, 
external disturbances, and model uncertainties. The 
system’s behavior is analyzed through the actuator 
voltages, currents, and joint angle trajectories, which 
reflect the performance of the proposed controller.

Fig. 1. Joint 1 and joint 2 actuator voltages

Figure 1, which shows the actuator voltages for Joint 
1 and Joint 2, highlights the control signals necessary 
to drive the actuators and maintain desired joint 
movements. The voltage profiles reveal the dynamic 
adjustments made by the controller to correct any 
discrepancies between the actual and desired positions. 
The Sliding Mode Controller effectively stabilizes the 
system by ensuring that the applied voltages remain 
within an optimal range, despite external disturbances 
and potential actuator dynamics. Notably, the 
controller’s ability to regulate the voltages ensures the 
manipulator’s accuracy and stability during the entire 
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trajectory, demonstrating the robustness of the SMC in 
maintaining consistent performance under challenging 
conditions.

Fig. 2: Joint 1 and joint 2 actuator currents

Figure 2, presents the actuator currents for Joint 1 and 
Joint 2, which are crucial for understanding the power 
requirements Voltages (V) Currents (A) Joint Angles 
(rad)for the actuators to achieve the desired trajectory. 
The actuator currents provide a direct measurement of 
the torque exerted by the motors at each joint, which in 
turn influences the joint movements. From the data, it is 
evident that the sliding mode controller compensates for 
both model uncertainties and disturbances, providing 
current profiles that are smooth and efficient. The 
current responses remain stable and exhibit minimal 
fluctuations, ensuring that the actuators generate the 
required torques without significant overshoot or 
excessive oscillations. This behavior highlights the 
controller’s efficiency in managing power demands, 
preventing unnecessary energy consumption, and 
avoiding actuator saturation.

Fig. 3: Joint 1 and joint 2 joint angles trajectories

Figure 3 illustrates the joint angle trajectories for 
both Joint 1 and Joint 2 over time. The trajectories 
show that the manipulator’s joints follow the desired 
path with minimal error, which is a key indicator of 
the controller’s accuracy. The system demonstrates 
fast convergence to the reference angles, with the 
tracking error rapidly reducing and stabilizing. Despite 
the presence of external disturbances and actuator 
dynamics, the joints are able to accurately follow the 
desired trajectory, confirming the effectiveness of the 
sliding mode controller in achieving robust trajectory 
tracking. The minimal tracking error also emphasizes 
the controller’s ability to compensate for uncertainties 
in the system’s model and ensure precise control in real-
time. Overall, these figures collectively demonstrate the 
superior performance of the Sliding Mode Controller 
in handling actuator dynamics, compensating for 
disturbances, and ensuring accurate joint trajectory 
tracking. The fast error convergence and the smooth 
actuator voltage and current profiles underscore the 
controller’s effectiveness in stabilizing the system 
and maintaining performance over time. The robust 
nature of the SMC is evident from the smooth control 
signals and the precise trajectory tracking, which not 
only satisfy the desired control objectives but also 
optimize system efficiency. The results suggest that the 
proposed Sliding Mode Controller is highly effective 
in dealing with uncertainties in both the actuators and 
the manipulator’s model, making it a suitable approach 
for real-world applications in robotics and automation.

In summary, the Sliding Mode Controller provides 
a reliable solution for trajectory tracking in robotic 
manipulators, demonstrating both robustness and 
precision. The successful implementation of this 
controller underlines its potential for broader 
applications in systems requiring high precision, 
disturbance rejection, and fault tolerance. Future work 
can explore further optimizations and extensions of this 
approach, such as adapting the sliding mode controller 
to dynamic environments or integrating it with machine 
learning techniques for even greater adaptability and 
performance in complex scenarios.

Conclusion

This paper presents a robust trajectory tracking control 
strategy for a two-link manipulator, incorporating 
actuator dynamics to achieve high precision in motion 
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control. The proposed Sliding Mode Controller 
(SMC) ensures exceptional robustness when handling 
uncertainties, nonlinearities, and external disturbances, 
which are common in real-world robotic systems. 
The stability analysis, conducted using Lyapunov’s 
method, guarantees the convergence of tracking errors, 
ensuring that the manipulator’s end-effector follows the 
desired trajectory accurately over time. This approach 
effectively compensates for dynamic discrepancies 
and external forces, which are often unpredictable, 
demonstrating the controller’s capability to maintain 
robust performance even in less-than ideal conditions. 
Simulation results presented in this paper validate 
the effectiveness of the Sliding Mode Controller in 
both ideal and real-world scenarios. The controller 
succeeds in minimizing trajectory tracking errors, 
exhibiting fast error convergence and stability, even 
under disturbances such as varying load conditions and 
modeling inaccuracies. Furthermore, the controller 
handles actuator dynamics smoothly, ensuring minimal 
voltage and current fluctuations while maintaining 
the desired performance. The absence of significant 
overshoot or oscillations in the system further 
underscores the potential of this control strategy for 
use in high-precision robotic applications, where 
consistency and reliability are critical.

The results highlight the proposed Sliding Mode 
Controller as a strong candidate for industrial 
applications that demand high accuracy, such as robotic 
arms used in manufacturing, medical surgery, and 
automation tasks. The controller’s ability to maintain 
stability and accuracy even in dynamic and uncertain 
environments makes it highly adaptable for real-time 
applications. Additionally, the smooth voltage and 
current profiles produced by the controller enhance 
system efficiency, reducing the wear on actuators and 
promoting longterm reliability of the robotic system.

Looking ahead, future work will focus on extending the 
proposed control strategy to multi-degree-of-freedom 
manipulators, which present additional complexities 
in terms of system dynamics, control structure, and 
error convergence. The increased degrees of freedom 
will require more sophisticated control strategies that 
can handle the added complexity while maintaining 
performance. Experimental validation of the Sliding 
Mode Controller will also be a critical next step 
to confirm the theoretical results obtained through 

simulation. Real-world experiments will provide further 
insights into the controller’s robustness, including its 
ability to cope with environmental uncertainties and 
real-time system dynamics.

Moreover, future developments will explore the 
integration of the Sliding Mode Controller with adaptive 
control techniques and machine learning-based 
approaches. These hybrid strategies have the potential 
to further enhance the controller’s performance, 
especially in highly dynamic environments where 
real-time adaptations are essential. By combining the 
inherent robustness of SMC with adaptive learning 
mechanisms, it may be possible to achieve even 
greater performance, particularly in environments with 
unpredictable disturbances or where system parameters 
change over time.

Furthermore, the integration of sensor feedback 
and realtime data processing could help to fine-
tune the controller’s performance, leading to further 
improvements in precision and system response.

In conclusion, the work presented in this paper offers 
a solid foundation for the design and implementation 
of robust trajectory tracking controllers in robotic 
manipulators. The proposed Sliding Mode Controller 
is an effective solution for handling actuator dynamics, 
uncertainties, and disturbances, providing a reliable 
control strategy for a wide range of robotic applications. 
With continued research, the approach can be further 
extended to more complex systems, paving the way 
for more autonomous, precise, and reliable robotic 
technologies in the future.
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Abstract
This study examines plane wave propagation in orthotropic piezo-visco-thermo-elastic half-space using memory-
dependent derivative analysis within the three-phase lag heat model. Coupled governing equations incorporating 
kernel function and delay time are solved via the normal mode technique. This research is vital for enhancing 
the performance of advanced materials in sensors, actuators, and energy harvesters, where wave propagation 
and thermoelectric interactions are key factors. The results could significantly impact aerospace and mechanical 
engineering, particularly in developing materials that can withstand complex thermal and mechanical stresses.
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Introduction

The field of thermoelasticity has evolved 
significantly since its inception. Biot’s [1] classical 

thermoelasticity theory (CTT) introduced a parabolic 
type differential equation, but it failed to accurately 
describe thermal signal velocity. This limitation led 
to several important advancements in the field. Lord 
and Shulman [2] enhanced the CTT by modifying 
Fourier’s law with the addition of a relaxation time 
parameter. Subsequently, Green and Naghdi [3], [4], 
[5] introduced three distinct thermoelastic models 
(GN-I, GN-II, and GN-III) to address various heat flow 
problems. Tzou’s [6] contribution came in the form of 
the dual-phase-lag (2PL) model, which incorporated 
phase lags into Fourier’s law to account for thermal 
inertia and microstructural interactions. Finally, Roy 
Choudhuri [8] expanded the 2PL heat model into the 
three-phase lag (3PL) by using an additional delay 
time to represent the thermal displacement gradient. 
These progressive developments have significantly 
enhanced our understanding and modeling capabilities 
in thermoelasticity.

The field of piezoelectricity has seen significant 
advancements since its discovery in 1880 by the Curie 
brothers [9]. This phenomenon, which involves the 
generation of electrical charge in response to applied 
mechanical stress, has found applications in various 

domains including actuation, dynamic sensing, and 
intelligent structures. Abo-Dahab and colleagues [12]–
[16] conducted extensive studies on reflection problems 
involving fractional derivatives, providing new 
insights into the behavior of these systems. Numerous 
researchers [17]–[25] have explored various aspects 
of plane wave behavior in piezoelectric materials, 
furthering our understanding of wave propagation 
in these systems. These studies have collectively 
advanced our knowledge of piezoelectric materials 
and their applications, paving the way for innovative 
developments in fields such as civil engineering and 
energy harvesting systems. 

Wang and Li’s innovative concept of memory-
dependent derivatives (MDD) [26] emerged from 
fractional derivative analysis. Their work illuminates 
how sliding intervals transform a Caputo-type [27] 
fractional derivative into an integral derivative form, 
characterized by a distinctive kernel function. For 
a function f defined on a sliding interval [(t – τ), t], 
the first-order MDD is expressed as an integral, 
incorporating a kernel function K(t – ξ) and a delay 
time factor τ > 0. This formulation can be represented 
mathematically as:

    	
...(1)
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The Dτ operates as a nonlocal operator. When the order 
of differentiation approaches unity, the MDD can be 
interpreted as a standard derivative in its most rigorous 
sense. The selection of an appropriate kernel function 
can be tailored to suit the intricacy of the problem 
under consideration.

    	

...(2)

Viscous materials, encompassing amorphous 
substances, polymers, and semi-crystalline materials 
are crucial in diverse engineering disciplines. The Voigt 
model [30] stands out as a prominent macroscopic 
mechanical model for describing viscoelastic material 
behavior. It effectively demonstrates how elastic 
materials respond to stress, emphasizing that while 
deformation is time-dependent, it remains recoverable. 
Extensive research has been conducted on various 
facets of viscoelasticity and thermo-viscoelasticity, 
exploring issues such as [31]–[36]. 

The present study the propagation of plane waves in 
piezo-visco-thermo-elastic materials, utilizing the 
3PL MDD model to account for the complex interplay 
between thermal, mechanical, and electrical fields. 
The 3PL model, known for its ability to describe non-
Fourier heat conduction, is particularly well-suited 
to capture the intricate time-dependent phenomena 
inherent in piezo-visco-thermo-elastic behavior. 

Basic equations

Following Roy Choudhuri [8], Voigt [30], Guha and 
Singh [37], the fundamental dynamical governing 
equations for anisotropic piezo-visco-thermo-elastic 
crystals incorporating the MDD three-phase lag model 
under the assumption of no heat sources, body forces, 
or electric forces are given as:

•	 Generalized Hooke’s law
    σ

ij
 = c

ijrl
 e

rl
 – η

ijr
 E

r
 – β

ij
 T	 ...(3)

•	 Equation of motion
    σ

ji, j = u
i
	 ...)4( 

•	 Electric constitutive equation
	 D

i
 = ε

ij
 E

j
 + η

ijr
 e

jr
 + τ

i
 T	 ...)5( 

	 with
	 E

i
 = – φ

i
	 ...)6( 

•	 Equation of electrostatics
	 D

i, i
 = 0	 (7)

The 3PL heat law incorporating MDD can be expressed 
as

    (1 + τ
V
 D

T
) K*

ij 
T

ij
 + (1 + τT Dτ) K

*
ij 
T

ij

         (8)

where 

    	 ...(9)

    	 ...(10) 

Nomenclature

τ
q
	 = phase lag of heat flux 

T	 = thermal temperature
ρ	 = density
β

ij
	 = thermal moduli tensors 

φ	 = electrical potential 
η

ijr
, ε

ij
	= piezothermal moduli tensors

τ
T
	 = phase lag of the temperature gradient

ijrl
	 = elastic stiffness tensor

E
i
	 = electric field density

a	 = fractional order parameter
K*

ij
	 = heat conduction tensor

τ
i
	 = pyroelectric constants

T0	 = reference temperature
C

E
	 = specific heat at constant strain

K
ij
	 = components of the thermal conductivity

D
i
	 = electric displacement

σ
ij
	 = components of the stress 

τ
V
	 = phase lag of thermal disp. Gradient 

e
ij
	 = component of strain

CV
ijrl

	 = viscoelastic constants

An over-dot signifies a time derivative, while the 
subscript followed by a comma denotes the partial 
derivative.
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Formulation of the Problem

This study focuses on a homogeneous, orthotropic 
piezo-visco-thermo-elastic medium situated in the 
x1x3-plane and influenced by MDD. The constitutive 
relations specific to the x1x3-plane are represented 
component-wise as: 

	 	 ...(11)
	 	 ...(12)
	 	 ...(13)
	 	 ...(14)
	 	  ...(15)
By applying equations (11) to (13) to equation (4), the 
resulting equations of motion are derived as follows:

	 	 ...(16)

	 	 ...(17)
Utilizing equation (16), the 3PL heat equation with 
MDD is derived in the x1x3-plane

	 	 ...(18) 
Equations (14) and (15) are substituted into equation 
(15) to obtain the electrostatics equation as follows: 

    	 ...(19)

where, β
ij
 = β

ij
 δ

ij
, K*

ij
 = K*

i 
δ

ij
, K

ij
 = K

i 
δ

ij
, and i is not 

summed. 

The following non-dimensional formulas are 
considered:

    , ,

    , ,

    , ,

    , where , 		 ...(20)

After applying dimensionless transformations to 
equations (16)-(19) and subsequently omitting the 
prime notation, we obtain the following set of equations 
in their non-dimensional form

    	 ...(21)

    	 ...(22)

    	 ...(23)

    	 ...(24)

where,

	
,
 

,
 

,

	
,
 

,

	
,
 

,

	
,
 

,

	
,
 

,
 

,
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,
 

	
,
 

solution of the problem

The solution can be decomposed into normal modes as 
follows [38]:

    	 ...(25)
where, φ*, u*

1, u*
3, and T* are the amplitudes of the 

functions φ, u1, u3, and T, respectively. 

Using equation (25) into equations (21)–(24) and using 
D = d/dz, we obtain

    	 ...(26)

    	 ...(27)

    	 ...(28)

    	 ...(29)

where,

    , , ,

    , , ,

    , , ,

    , , ,

    , , ,

  
,
 

,

     
,

     
...(30)

A non-trivial solution for equations (4.2) to (4.5) exists 
only if the determinant of the coefficient matrix of the 
preceding linear system is zero. Then

    	
...(31)

where, the coefficient expressions are written in the 
Appendix.
Equation )31( can be expressed as:

    	
...(32)

The solutions of equation (32) can be written as, which 
are bounded as x3 → ∞.

     
...(33)

where, k
n
2, (n = 1 – 4) are the roots of equation (33).

Substituting equation (33) into equations (11)–(15) and 
performing a dimensionless analysis within the normal 
mode approach yields

     
...(34) 

where L
jn
, n = 1 – 4, j = 1 – 8 are provided in the 

Appendix.

Boundary conditions

The following boundary conditions enable the solution 
of the governing equations in a half-space (x1,

 x2,
 x3 > 0) 

    ,

    	 ...(35)
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    	 ...)35(

    	 ...(37)
where, f1 and f2 are functions of (x1, t), f1

*, f2
* are 

constant, ω = ac is the wave frequency, and a be the 
wave number in the x1-direction.

By inserting the proposed solutions into the boundary 
conditions specified in equations (35)–(37) to solve for 
the coefficients M

n
 (n = 1 – 4), we obtain

    	 ...(38) 

    	 ...(39) 

    	  (40) 

    	 ...(41) 

After solving equations (38)-(41), we get

     

...(42)

where, the elements of matrix L5i
, L6i

, L3i
, L2i

, i = 1 – 4 
are provided in Appendix.

Consequently, we are able to derive exact mathematical 
expressions for the components of the displacement 
vector, the temperature distribution, the electric 
potential field, the stress tensor elements, and the 
electric displacement vector.

conclusions

This study has examined the propagation of plane 
waves in an orthotropic piezo-visco-thermoelastic half-
space using memory-dependent derivative analysis 
within the three-phase lag heat model. The research 
has yielded several significant findings:

1. The incorporation of the memory-dependent 
derivative and three-phase lag model has allowed 
for a more comprehensive description of the 
complex behavior of piezo-visco-thermoelastic 
materials under wave propagation.

2. The governing equations, which include crucial 
factors such as relaxation time, time delay, 
and kernel functions, have been successfully 
formulated and solved using the normal mode 
analysis technique.

3. The study has provided analytical expressions for 
various physical quantities, including displacement 
components, temperature distribution, electric 
potential, stress tensor elements, and electric 
displacement vector.

4. The analytical solutions derived in this study offer a 
foundation for understanding the intricate interplay 
between thermal, mechanical, and electrical fields 
in piezo-visco-thermoelastic materials.

These results contribute to the broader understanding 
of wave propagation in advanced materials and 
have potential applications in the development 
and optimization of sensors, actuators, and energy 
harvesters.
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Fixed Point for Chatterjea Contraction and Its Application to  
Cauchy Problem
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Abstract
As an extension of the main result of Rathee et al. (2022), we establish a fixed point theorem in the framework of 
convex -metric spaces for Chatterjea contraction. Also, the fixed point is approximated by Kransnoselkij iterative 
procedure. We finally employ these findings to solve Cauchy problem. 

Keywords: Metric Spaces, Convex Metric Spaces, Approximation, Chatterjea Contraction

INTRODUCTION AND PRELIMINARIES 

The most useful and widely applied fixed point theorem 
in the field of fixed point theory ensuring the existence 
of fixed point for any contraction defined on complete 
metric spaces was proved by Stefan Banach[5] in 1922. 
In the literature, this result is also known with the name 
of Banach contraction principle. By introducing the 
notion of Chatterjea contraction in 1972, a 
generalization was set out of this principle by 
Chatterjea [6]. In 1989, the notion of -metric spaces 
was introduced by Bakhtin[4] in lieu to extend this 
contraction principle. For more detail about this space 
one can refer to [8],[3], [1], [10], [2]. Chen et al. [7] 
introduced the concept of convex -metric spaces in the 
recent years by using the concept of convex structure 
defined by Takahashi[13] in 1970.  

Definition 1: “Let  and  (a real number). A 

mapping  is said to be a -metric if 

the following holds for every  

1.    

2.    

3.    

Further, a function  (where I = [0,1]) 
is said to have convex structure on  if 

for 

each 

The triplet  is called a convex -metric space. 

Additionally, by using the Mann’s iterative algorithm, 
the authors established the Banach contraction principle 
in the framework of this lately introduced space, viz. 
convex -metric space. In 2022, Rathee et al. [11] 
established a fixed point theorem for Chatterjea 
contraction and extended this result:  

Theorem 1:“Suppose  is a 

quasi-contraction, that is,  satisfies  

 ...(1) 

for all  and some , where  is 

a complete convex b-metric space with . Let  
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�� � ������� ������ ����� be a sequence defined by 

choosing an initial point �� � � with the property 

�� ���� ���� � �, where � � ���� � 1 for each 

� � �. If � � �
��������

 and ���� �
�
��
� �
��
��

���
� ��

 for each 

� � �, then � has a fixed point in � that is unique. 

In the present work, we improve this theorem by 

enlarging the range of � � ��� �
�
�. Furthermore, the fixed 

point is computed by means of Kransnoselkij iteration. 
Moreover, some examples are presented to prove the 
universality of the proven results over Theorem 1 as 
well as over the similar results existing in the literature. 
As an application, we arrive at the solution for the 
Cauchy problem. 

MAIN RESULT 

We start this section with the following lemma that is 
required in the sequel to assure the existence and 
approximation of fixed point.  

Lemma 1: Let ��	� � � be a self mapping defined on 
������, a complete �-metric space, such that for all 

�� � � � and � � ��� �
�
�, it satisfies  

������ ��� � ������� ��� � ����� ����  …(2) 

If � � �
��

, then � has a unique fixed point if and only if � 

has approximate fixed point property, i.e. 
��������� ���� 	� � �� � �.  

Proof. Firstly, assume that a unique fixed point of �, say 
�, exists, i.e., �� � � . Then,  

����� ��� � �� 

��������� ���� 	� � �� � �. 

Thus, � exhibits approximate fixed point property. 

Conversely, assume that � exhibits approximate fixed 
point property, i.e. ��������� ���� 	� � �� � �. This 

indicates the existence of �������, a sequence in � 

satisfying ������������ ���� � � and by using (2) 

and triangle inequality for all �� � � �,  

������� ���� � �������� ���� � ������ ����� 

� ��������� ���� � ��������� ����	

�������� �����	�1 � ����������� ���� �

��������� ���� 	� ������� ����	

Now, since ������������ ���� � � and � � �
��

, we 

obtain a Cauchy sequence �������� as � � �. Also, 

there exists an element � � � satisfying ��������� �

� as the space ������ is complete. Again using triangle 

inequality  

������ �� � �������� ���� � ������� ���.	

Taking limit as � � �, we get  

���
���

������ �� � ��� � �. 

Also, consider  

������� ��� � �������� ��� � ����� �����.	

Now taking limit as � � �,  

1
�
����� ��� � �������� ��� � ��	

� ������� ���	

����� ��� � �������� ���	

�1 � ��������� ��� � �	

Since � � �
��

, i.e., 1 � ��� � 1, we get  

����� ��� � ��� � �	

and � � �. Thus � has a fixed point in �. 

If possible, now consider two fixed points of �, say � 

and �, exist and thus ����� �� � �. By using inequality 

(2), we get  

�� ��� �� � �� ���� ��� 

�	������� ��� � ����� ����	

� ������� �� 
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�������, ���� � �������������, �����������	

� ����������, ���� � ��1 � ��������, ����	

�������, ���� � �1 � �������, �����	

 ���1 � �����1 � �������, ����	 

 �������, ���� � ������, �����.  …(6) 

Suppose �����������, ���� � �. 

We notice that � is finite, and also, � � � is true. Next, 
we claim that � � � which shall prove that � � �. 

Taking ������ as � � � on both sides of inequality 
(6) and using � � �  

� � ������ � ��1 � ���� � �� � �1 � ���� 

 ���1 � �����1 � ��� � �� � ��� 

� ��2��� � ���1 � ��� � 2��1 � ��	 

�2��1 � ���� 

� ����� � 2���1 � �� � 2�� � ���1 � ���	

 � ��2� � 2��1 � ����. (6) 

If possible, suppose that � � �. Then, by inequality (6), 
we get  

1 � ��2� � 2��1 � ��� 

� 2�� � 2�� 

� �
1
2 � ��
�

, 

which is a contradiction since � �
�
����

�
. 

Thus, � has approximate fixed point property.  

Lemma 2: Let ��,��, �� be a convex �-metric space. 

Define self-mappings �� � � � and ��� � � � by  

��� � ���, ��� ��, � � �.	

Then, for any � � ��,1�,  

������ � �������.	

Proof. By definition,  

�� � �� � �1 � ����.	

If � � �, then  

��� � ��	�	� � � 

�. �. , �� � � 

������ � �������. 

Now assume that � � ��,1� and let a fixed point of �, 
say ��, exists, i.e., �� � ��� and therefore,  

�����, ����� � �����, ����, ���� ���	

� ������, ��� � �1 � �������, ���� � �	

�� � ���� 

i.e., �� is a fixed point of ��. 

Conversely, presume that �� is a fixed point of ��, i.e., 

�����, ����� � �, then  

�����, ����, ���� ��� � �	

������, ��� � �1 � �������, ���� � �	

�1 � �������, ���� � �.	

Since � � 1, �� is a fixed point of �. 

Hence, the proof.  

The following result is an extension of Chatterjea fixed 
point theorem in the case of Convex �-metric spaces by 
Rathee et al. [11] 

Theorem 3: Let �� � � � be a self mapping defined on 

��,��, ��, a complete convex �-metric space with 

parameter � � 2 such that for all �, � � � and � �

��, �
�
�, it satisfies  

�����, ��� � ������, ��� � ����, ����  …(7) 

 If � � �
��

, then  

1.  A fixed point of �, say �, exists that is unique.  
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2.  The sequence ������� converges to � for any 

�� � � that is obtained from the iterative procedure  

���� � ����� ���� ��� �� � ���

3.  The error estimate  

1
�
���������� �� �

��

1 � �
������ ������

holds for � � 1���� � �� � 1�����  

Proof.  

1. Lemma 1 and Theorem 2 concludes the proof. 

2. We observe that ���� � ����� ���� ��, i.e.  

���� � ����� �� � ���

Taking � � �� and � � ����, in (7)  

�������� ��� � �������� ��� � �������� �������

� ����������� ��� � ������ �������

implying  

�������� ��� �
��

1 � ��
������ ������

� ��������� ����� 

� ������� ������ ���� ��� � � 

� 

� �������� ��� …(8) 

 As � � ���1�, we have  

���
���

�������� ��� � �� (9) 

Now consider the points � and � as ���� and ��, 

respectively, in inequality (7).  

���������� ����� � ���������� ����� 

������� ��������

� ����������� ������
� ����������� ����������� �������

 This implies  

�1 � ������ �������� �����

� ���� ������ ������� 

����������� ��� 

�1 � �������������� �����

� ����� ������ �������

� ����������� ����

�1 � ������������ ����� � ���������� ��������

  ��������� ���� 

�������������� �����

�
�

1 � �
��������� ��������

 ��������� ���� (10) 

In inequality (7), taking limit as � � � and using 
condition (9), we get,  

���
���

���������� ����� � ���

This shows that ������� is Cauchy and owing to 

completeness of the space ������ ��, converges to 

some point, say �. Now, consider the inequality (8),  

�������� ��� � �������� ����

�������� ��� � �������� ����

Now taking limit as � � �, we get,  

1
�
������� �� � � 

������� �� � �� 

Thus, ��� � �, and therefore � is a fixed point of ��. But 

by using Lemma 2, we must have  

������ � ���������

and ������ � ���, i.e. Fixed point of � is �, which is 

unique. 

So, � � � and thus ������� obtained from the above 

iteration converges to �. 
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3. Using inequalities (10) and (8), we have  

�������, ��� �
�

1 � �
����������, �����	

������, ������ 

�
�

1 � �
������������, ��� 

����������, ���� 

�
����� � 1�

1 � �
�����, ��� 

Now letting � � �, we get,  

�
�
����, ��� �

��

���
�����, ���  …(11) 

and �������, ��� �
�

���
����������, ����� 

������, ������	

�
�

1 � �
������������, ��� 

������, ������	

�
������ � 1�

1 � �
�������, ��� 

Now letting � � �, we get,  
�
�
�� ��, ��� �

�

���
�� �����, ���.	 …(12) 

After combining (11) and (12), the following error 
estimate holds  

1
�
���������, �� �

��

1 � �
�����, �����.	

Hence, the result. 

The following example illustrates importance of the 
above theorem.  

Example 1: Let the set of non-negative real numbers be 

� � ��� and ����, �� � |� � �|� � |� � �| for all 

�, � � �. Here, we perceive that  

1. ����, �� � � for all �, � � �;  

2.  ����, �� � � � � � �;  

3.  ����, �� � ����, ��;  

4. �� ��, �� � � ��� ��, �� � �� ��, ���, � � �  

as �� ��, �� 

� |� � �|� � |� � �| 

� ��� � �� � �� � ���
�
� |�� � �� � �� � ��|	

� ��|� � �|�� � |� � �|��� � |� � �| � |� � �|	

� ��|� � �|�� � |� � �|� � ��|� � �|�� � |� � �|�	

	� ������, �� � ����, ���.	

We define the convex structure ��� � � � ��
�
� � � as 

���, �� �� �
���

�
, for any �, � � � and � � ��,1�. As a 

consequence,  

����, ���, �� ��� � �� �
� � �
2

�
�

� �� �
� � �
2

�	

� �
1
2
|� � �| �

1
2
|� � �|�

�

� �
1
2
|� � �| �

1
2
|� � �|� 

� � �
1
8
|� � �|� �

1
8
|� � �|��

� �
1
2
|� � �| �

1
2
|� � �|� 

�
1
2
�|� � �|� � |� � �|� �

1
2
�|� � �|� � |� � �|� 

� ��|� � �|� � |� � �|� � �1 � ���|� � �|� 

�|� � �|� 

� �����, �� � �1 � ������, ��. 

Thus, for � � �, ��,��, �� is a convex �-metric space . 

Let the mapping �� � � � be defined as  
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���� � �
�
17
	� � � � � ���1�	

1
���

	� � � � � �1���� 

The following cases exist:  

1.  If both �� � � �, then the inequality (7) holds.  

2.  If � � � and � � �, then  

������ ��� �
1
17

������ ��� � ����� ����	

� �|�� � ��|� � |�� � ��|� �
1
17

������ ���	

������ ����	

� ��
�
17

�
1
���

�
�

� �
�
17

�
1
���

�� �
1
17

������ ���	

������ ���� 

�
1
17

�
1
17�

�� �
17
���

�
�

� �� �
17
���

�� 

�
1
17

������ ��� � ����� �����	

If � � ��
���

, then  

������ ��� �
1
17

������ ��� � ����� ����	

�
1
17

�
1
17�

�� �
17
���

�
�

� �� �
17
���

��	

�
1
17

������ ��� 	� ����� ����	

�
1
17

��� �
17
���

�
�

� �� �
17
���

��	

�
1
17

������ ��� 	� ����� ����	

�
1
17

��� �
1
���

�
�

� �� �
1
���

��	

�
1
17

������ ��� 	� ����� ����	

�
1
17

����� ��� �
1
17

������ ��� � ����� ����	

	� �
1
17

����� ��� � ��	

If � � ��
���

, then  

������ ��� �
1
17

������ ��� � ����� ����	

�
1
17

�
1
17�

�
17
���

� ��
�

� �
17
���

� ���	

�
1
17

������ ��� � ����� ����	

�
1
17

�
1
17�

�
1
�
� ��

�

� �
1
�
� ���	

�
1
17

������ ��� � ����� ����	

�
1
17

�
1
17�

�� � ��
�
� �� � ���	

�
1
17

������ ��� � ����� ����	

�
1
17

��� �
�
17
�
�
� �� �

�
17
��	

�
1
17

������ ��� � ����� ����	

�
1
17

����� ��� �
1
17

������ ��� � ����� ����	

� �
1
17

����� ��� � ��	

Thus, we have  

������ ��� �
�
��
������ ��� � ����� ����  …(13) 

3. If � � � and � � �,  

������ ��� �
�
��
��� ��� ��� � �� ��� ����  …(14) 

 4. If both �� � � � � �1���  

������ ��� �
1
17

������ ��� � ����� ����	

� ��
1
���

�
1
���

�
�

� �
1
���

�
1
���

��	
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�
1
17

������ ��� � ����� ����	

�
1
20

�
1
20�

�
1
�
�
1
�
�
�

� �
1
�
�
1
�
�� �

1
17

������ ���

� ����� ����.	

If � � �, then  

������ ��� �
1
17

������ ��� � ����� ����	

�
1
20

�
1
20�

�� �
1
�
�
�

� �� �
1
�
�� �

1
17

������ ���	

������ ���� 

	�
1
20

�
1
20�

�� �
1
20�

�
�

� �� �
1
20�

�� 

�
1
17

������ ��� � ����� ����	

	�
1
20

��� �
1
20�

�
�

� �� �
1
20�

�� �
1
17

������ ���	

������ ���� 

�
1
20

����� ��� �
1
17

������ ��� � ����� ����	

�
1
17

�� ��� ��� �
1
17

��� ��� ��� � �� ��� ����	

	� �
1
17

����� ��� � 0.	

If � � �, then  

������ ��� �
1
17

������ ��� � ����� ����	

�
1
20

�
1
20�

�� �
1
�
�
�

� �� �
1
�
�� �

1
17

������ ���	

������ ���� 

�
1
20

�
1
20�

�� �
1
20�

�
�

� �� �
1
20�

�� 

�
1
17

������ ��� � ����� ����	

�
1
20

��� �
1
20�

�
�

� �� �
1
20�

�� �
1
17

������ ���	

	������ ���� 

�
1
20

����� ��� �
1
17

������ ��� � ����� ����	

�
1
17

����� ��� �
1
17

������ ��� � ����� ����	

	� �
1
17

����� ��� � 0�	

which infers that for all �� � � �  

������ ��� �
1
17

������ ��� � ����� ����.	

Therefore, for � � �
��
� �

��
, � satisfies the inequality. 

Generate the sequence iteration 

�� � ������� ������ �� with 0 � � � �
�
� 1.  

There are two possibilities for ��:  

1.  If �� � �, then  

��� �
��
17

 

�� �
1
2
�� �

1
2
��� � �

9
17
� �� 

�� �
1
2
�� �

1
2
��� � �

9
17
�
�
�� 

� 

�� �
1
2
���� �

1
2
����� � �

9
17
�
�
��.	

Certainly, �� � 0 as � � �.  

2.  If �� � �, then  

��� �
1

20��
	

�� �
1
2
�� �

1
2
��� 	� 	

1
2
�� �

1
2
�

1
20��

	

��
��

�
1
2
�
1
40

�
1
���

�
21
40
.	
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If �� � �, as � � �, �� � 0 as in the previous case. If 

�� � �, then 
��
��
� �

�
� �

�
� �
���
� ��

��
. Continuing in 

comparable manner, we presume that ���� � � 

yielding  

��
����

�
1
2
�
1
2
�
1

����� �
21
40
	

and  

��
��

�
��
��
�
��
��
�

��
����

� �
21
40
�
�
,	

and hence �������� � 0. 

Now, if �� � �, consider  

�����, ���� � |�� � ���|� � |�� � ���|	

� ��
9
17
�
�
�� � �

9
17
�
���

���
�

	

� ��
9
17
�
�
�� � �

9
17
�
���

��� 

� �
9
17
�
��
�
8
17
�
�
��� � �

9
17
�
�
�
8
17
� ��.	

Clearly,  

���
���

�����, ���� � 0. (15) 

Also, if �� � �, then  

�� ���, ���� 

� |�� � ���|� � |�� � ���| 	� |��|� � |��|	

� ��
21
40
�
�
���

�

� ��
21
40
�
�
��� 

� �
21
40
�
��
��� � �

21
40
�
�
��. 

 Clearly,  

���
���

�����, ���� � 0.  …(16) 

 Thus, from equations 15 and 16, we get  

��������, ���� 	� � �� � 0.	

Remark 1: If � � 0 and � � �
�
 , then �� � 0 and 

�� � �
��

 resulting in  

�����, ��� � ������, ��� � ����, ����	

� �
��
�
�
� � �

��
� � � �� �

��
�
�
� � �

��
� � 1� � 1�  …(17) 

which is true for all � � �
��
� �

������
 and � � �

��
�

�
��������

 and therefore Theorem 3 is an extension of 

Chatterjea fixed point theorem proved by Rathee et 
al.[11]  

APPLICATION TO CAUCHY PROBLEM 

Consider space � � ���, �� � ������	�� ��, �� � �� 

and the Cauchy problem  

	
�����

��
� � ��, ����� , ����	����� � ��, � …(18) 

where ���, ������ ��, �� � � � �, ���� are 

continuous functions in ��, �� and ���� is differentiable 

in ��, ��. Here, �� is a point in the interior of the 

interval ��, ��.  

This Cauchy Problem 18 is identical to the following 
integral equation:  

���� � �� � � ���, �����	���
��

	.  …(19) 

Define ���� � � � �0,�� by  

����, �� � �������,������� � ������	�	�, � � �	

Define ��� � � � �0,1� � � as  

���, �� �� � �� � �1 � ���.	

Additionally, consider a self-mapping �� � � � defined 
as  

����� � �� � � ���, �����	��	�	�, � � ��, ��
�

��

	.	

Then, existence of unique fixed point of mapping � 
implies the existence and uniqueness of solution of the 
integral equation 19 and hence, the Cauchy Problem 18.  
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Lemma 3: Let � � ���� �� � ������	�� ��� �� � ��

and define ���� � � � ����� by  

����� �� � ��������������� � ������	�	�� � � �	

Define the convex structure ��� � � � ����� � � as  

���� �� �� � �� � �� � ���	�	�� � � �.	

Then, ������ �� is a convex �-metric space.  

Proof. We observe that  

1.  ����� �� � �	�	�� � � �.  

2.  ����� �� � � � � � �.  

3.  ����� �� � ����� ��.  

4.  ����� �� � ������� �� � ����� ��� as  

	����� �� � ��������������� � ������	

	� ��������������� � ���� � ���� � ������	

� ����������������� � ������	

���������������� � ������� 

� ������� �� � ����� ���.	

Also, for � ��� �� �� � �� � �� � ���	�	�� � � �, we 

have  

�� ��� � ��� �� ��� 

� ��������������� � ������� ����� ����	

� ��������������� � ������ � �� � ���������	

 � ����������������� � ����� � �� � ������� �

	������� 

� ������������
������ � ������ 

��� � �������� � ������ � ���� � �������

� ���������� � ������ 

� ������������
������ � ������ 

��� � 	�������� � ������ � ��� � �������� 

�	������ � ����� � �������� 

 � ���������������� � ������ 

	��� � ����������������� � ������	

	� ������ �� � �� � ������� ��	

Thus, for � � �, ������ �� is convex �-metric space.  

Theorem 4: Consider  

����� ����� � ���� ������ � ������ ���
�
�	

for all ��� � ��� ��; �� � � � and some � � �
������

� �
��

 

where  

���� �� � ����� ��� � ����� ����.	

Then, a unique solution exists for Integral Equation 19.  

Proof. Consider  

������ � �������	

� �� ����� ���� � ���� ������
�

��

		���
�

	

� �� ������ ���
�
�

�

��

		���
�

	

� ����� �� �� ��
�

��

		�
�

	

� ����� ���� �����	

� ����� ���� � ���	

implying Integral Equation 19 and hence, the Cauchy 
Problem 18, has a unique solution that is unique as all 
the hypothesis of Theorem 3 are satisfied.  

CONCLUSION 

As an extension of the elementary result of Rathee et 
al.[11], we put forward a fixed point theorem that 
ensures the existence of a fixed point for Chatterjea 
contraction in the setting of convex �-metric spaces. 
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The Kransnoselkij iterative process is used for 
approximating the fixed point and the conclusions 
drawn here and use these conclusions to solve Cauchy 
problem.  

OPEN PROBLEM 

Rathee et al.[11] ensured the existence of fixed point 
for Chatterjea contraction for the constant � �

��, �
��������

�. In addition, we extended the same for 

� � � �
��������

, �
������

�. Is it viable to further relax the 

condition for � � � �
������

, �
�
�? 
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Techniques of Improving Electric Characteristics of Si Strip Sensors 
Equipped using Various Isolation Methods

Ranjeet Dalal1

Abstract
Si sensors in future generations of accelerators will face a harsh radiation environment. Additionally, the double-
sided silicon sensors are having an electron accumulation layer between the n+ strips in the p+-n--n+ configuration. 
Various techniques, like p-spray and p-stop, which provide interstrip isolation, have an additional impact on other 
properties of sensors including capacitance and breakdown voltage. The p-spray has good interstrip trends, but 
isolation ensuring p-spray dose leads to very poor VBD. P-stop doping (~1018 cm-3) ensures strip isolation but 
leads to high inter-strip capacitance and low VBD, particularly for high surface damage. Thus, to find out the 
optimized electric characteristics of the p+-n--n+ sensors, a simulation-based comprehensive analysis is performed 
for a combination of these two techniques.

Keywords: Si Sensors, Strip Isolation, Simulation, P-stop, P-spray
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Introduction

Si strip sensors are widely used in present-day nuclear 
and particle physics experiments [1]. Double-sided 

Si Strip Detectors (DSSDs) can be useful for particle 
tracking purposes due to their durability and low mass 
tracker design required. However, a positive oxide 
charge density QF (~ 1011 cm-2) is produced around 
the Si-SiO2 interface of the sensor. Further, during the 
detector operation, high energy radiation introduces 
bulk damage [2] in sensor volume and at the Si-
SiO2 interface, causing surface damage [3], leading 
to an increase in QF up to a high value of around 
3x1012cm-2 shorting the adjacent n+-strips, leading to 
loss of position resolution. Surface damage can affect 
the operational characteristics of silicon sensors. The 
presence of QF near the Si-SiO2 interface results in the 
formation of an electron accumulation layer just below 
the Si-SiO2 interface. The increment in the value of 
QF after exposure to ionizing radiation results in a 
denser electron accumulation layer. The dense electron 
accumulation layer results in various degrading effects 
for silicon sensors. For p-on-n sensors (with p+ pixel 
or strip implants), a dense electron accumulation layer 
creates high electric eld regions near p+ doping. These 
high electric field regions may decrease the breakdown 
voltage for the irradiated p-on-n strip/pixel sensors. 

Further, the presence of a dense accumulation layer 
creates non-depleted regions between the strips/pixels, 
which may result in a reduction of signal for particles 
hitting between the strips/pixels. Further, surface 
damage results in an increase in interstrip capacitance 
(Cint), and affects the breakdown voltage (VBD) of Si 
sensors. 

For the n+ side of double-sided strip sensors, the strip 
isolation problem can be resolved by introducing 
p-stop [4] and p-spray [5] under SiO2. However, using 
these strategies adversely affects the VBD and Cint of the 
sensors. It has been shown that [6] individual p-stop or 
p-spray techniques do not provide an adequate solution. 
In this work, a comprehensive simulation study of the 
combination of these two isolation techniques, along 
with various numbers of p-stops and p-stops with 
metal overhang for the ohmic side of p+-n--n+ sensors, 
is carried out for different designs. For this work, we 
have used QF values from 1x1011 cm-2 (non-irradiated 
sensor) to 3x1012 cm-2 (highly irradiated sensor). Present 
work may be useful for surface damage; however, bulk 
damage effects should also be considered for the proper 
simulation of sensors. The proposed design guideline 
is a tradeoff between interstrip conductance Gint, Cint 
and VBD. 
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The silicon sensor device simulations using the TCAD 
(Technology Computer Aided Design) software have 
become an indispensable tool in the development of 
radiation-hard silicon sensor designs. The Silvaco and 
Synopsys TCAD tools [7, 8] are the common software 
used by the silicon sensor community. These TCAD 
software are widely used in the semiconductor industry, 
and their simulation capabilities have been well tested 
for different silicon device designs over many years. 
These TCAD tools have a significantly large user base 
and can be used with ease. The proliferation of TCAD 
tools in silicon sensor development is due to some of 
the reasons outlined below: 

(a)	 The TCAD simulations help in predicting the 
various properties of silicon sensors under operating 
conditions without actual device fabrication. Using 
these simulations, it is possible to visualize the 
effect of variation of particular sensor parameters 
(say bulk doping) on different sensor properties 
(electrical, thermal and optical properties). So, 
these simulations allow the optimization of 
sensor fabrication process and geometrical design 
parameters, which would be a very difficult task 
using experimental investigation only. 

(b)	 These TCAD tools can be used to simulate the 
radiation damage using the appropriate bulk 
and surface damage models. Using these TCAD 
software, it 40 is possible to mimic the bulk damage 
by implementing the different trap levels inside the 
band gap of silicon. Moreover, surface damage 
can be implemented using the appropriate oxide 
charge density and interface traps along the Si-
SiO2 interface. The TCAD simulations can be used 
to understand the radiation dam age mechanism on 
silicon sensors by comparing various macroscopic 
quantities like electric elds, electron/hole currents, 
space charge density etc. inside the sensor volume 
under different operating conditions and irradiation 
fluence.

Present simulations are performed with the help of a 
semiconductor device simulator, ATLAS [7].

Design structure and simulation 
technique

Simulations are performed on a n-type substrate having 
bulk doping of 7 × 1011 cm–3, thickness of 300μm with 
n+ strips of 18μm and strip pitch of 80μm. The n+ and 

p+ depths are kept at 1µm (where concentration is equal 
to bulk n–) with the Gaussian profile.

The schematic of the structures simulated in this work 
is shown in Figure 1. Set A defines the basic reference 
structures with p-stop and p-spray isolation techniques. 
A1 defines a p-spray structure with a peak doping 
concentration of 2.8 × 1017 cm-3 and a doping depth 
of 0.5μm. In contrast, A2 defines a structure with a 
40m wide single p-stop with a doping concentration 
of 1 × 1018 cm-3 and a p-stop doping depth of 1μm. 
Set B contains symmetrically placed double p-stop 
structures (B1) separated by d1 = 12μm along with 
triple p-stop structures (B2) separated by d2 = 11μm. 
As distances between the outer edges of outer p-stops 
are always equal to 40μm, all the configurations can be 
considered equivalent to 40μm single p-stop and hence 
are compared in this work.

Fig. 1. Schematics of the simulated strip sensors with 
different isolation structures

Set C defines p-stop – p-spray combined isolation in 
which a 40μm wide p-stop with a doping depth of 1m on 
a p-spray layer of doping depth of 0.5μm is considered. 
The effect of metal overhang over p-spray and p-stop is 
quantified using structures D1 and D2, respectively. All 
these structures have good strip isolation properties, so 
only Cint and VBD comparisons are shown in the results 
section.

Simulation results

Multiple P-stop isolation 

Cint vs. QF plot for multiple P-stops is shown in figure 
2(I). For all the configurations, an increase in QF 
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results in an increase in the electron accumulation 
concentration, which leads to a narrower depletion 
width between n-substrate and p-stop and hence causes 
a higher value of Cint. A structure having single p-stop 
(A2) has the highest Cint as compared to double 
(B1) and triple (B2) p-stops since, in latter cases, 
additional capacitors in series lead to lower Cint. It 
can be observed from figure 2(II) that a single p-stop 
set (A2) has the lowest VBD,followed by double and 
triple p-stops. Thus, triple p-stop provides better Cint 
and VBD performance than single p-stop while ensuring 
isolation.

Fig. 2. (I)Plot of Cint vs QF, and (II) Plot of VBD vs. QF, for 
the different multiplicity of p-stops

P-stop – P-spray Combined Isolation

Simulations have found that for Npspray = 4 × 1016 cm–3 
and Npstop = 1 × 1017 cm–3, the most optimized results of 
Cint and VBD are achieved which are shown as set C in 

figure 3. For comparison, plots of A1 (p-spray) and A2 
(p-stop) are also shown.

Fig. 3. (I) Plot of Gint vs. QF, and (II) Plot of VBD vs QF, for 
p-stop – p-spray combinations

P-spray/P-stop with Metal Overhang (MO)

Since the metal overhang is directly coupled to the 
electron accumulation layer below it, forming a parallel 

Fig. 4. (I) Plot of Cint vs. QF at Vapplied = 100V
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capacitor, its introduction results in a significant 
increase in Cint (Figure 4(I)) both for D1 and D2 
configurations. The metal overhang structure is useful 
in increasing the VBD for D1 and D2 for intermediate 
values of QF. As the metal overhang structure is tied 
with p-stop in D2, it has a negative potential compared 
to the electron accumulation layer. This results in the 
smoothening of potential contours, thus increasing the 
VBD (Figure 4(II)).

Fig. 4. (II) Plot of VBD vs QF, for A2 and D2 structures

Summary and Conclusion

The P-stop and p-spray are commonly used techniques 
for strip isolation on the n+ side of the p+–n––n+ Si strip 
sensors. Here, we have investigated the effect of other 
alternative designs, which include one or more p-stop, 
p-spray – p-stop combinations and metal overhangs. It 

is found that using multiple p-stops improves the Cint 
and VBD without degrading Gint. Similarly, optimized 
p-spray – p-stop combined isolation has good Cint and 
VBD without losing strip isolation. The use of metal 
overhang over p-stop to improve VBD is not an attractive 
option as it results in significant deterioration of Cint.
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Visual Narratives: Enhancing Image Captioning with  
CNN-RNN-LSTM Fusion

Kapil Kumar Choudhary1, Naveen Kumar2 & Dishant Kumar3

ABSTRACT
This paper introduces an effective image captioning system that has been developed using the most advanced 
deep learning techniques. The current study uses a diverse Flickr dataset with the pre-trained VGG16 model for 
feature extraction and LSTM networks for caption generation. The system is very effective in creating meaningful 
captions for all types of images, which increases accessibility for visually impaired individuals. More importantly, 
the text-to-speech functionality is inappropriately integrated, and thus the generated captions are accessible 
through verbalized words. The paper deals with system architecture, data preprocessing subtleties, and evaluation 
measures, thus giving an appropriate overview of the results and implications in the real world. 

Keywords: VGG16, LSTM, BLEU, Caption Generation
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INTRODUCTION

In recent years, the integration of computer vision 
and natural language processing has experienced 

significant advancements, particularly in the domain of 
AI-driven image captioning. This field specializes in 
the development of algorithms and models capable of 
automatically generating descriptive and contextually 
relevant captions for images. The growing prevalence 
of social media, ecommerce platforms, and autonomous 
vehicles has amplified the demand for systems that 
can interpret and decode visual data in a human-like 
manner [9, 20].

Early approaches to image captioning primarily relied on 
encoding visual information into a single feature vector 
representing the entire image [13, 23]. However, such 
methods often neglected critical details about objects 
and their spatial and semantic relationships within a 
scene, limiting descriptive accuracy and contextual 
understanding [29]. To address these challenges, 
recent research has focused on incorporating spatial 
and semantic relationships and leveraging attention 
mechanisms to enhance the generation of coherent and 
detailed captions [2, 12, 27].

This paper provides a comprehensive survey of recent 
advancements in AI image captioning, emphasizing 
innovative techniques that utilize spatial relationships, 
attention mechanisms, and transformer architectures 
to improve caption accuracy and contextual 
relevance [5, 20, 24]. We begin with a discussion of 
foundational principles and the technical challenges 
of implementation. Subsequently, we explore key 
developments in the field, including advancements 
in object detection [11], geometric and semantic 
excitation methods [25], and hybrid transformer-based 
architectures [5, 29].

RELATED WORK

•	 Early Deep Learning Models: This includes 
models that uses Convolutional Neural Networks 
(CNNs) for the extraction of image feature and 
Recurrent Neural Networks (RNNs) or alternatives 
like Long Short-Term Memory (LSTM) networks 
for generating captions.

•	 CNN-RNN Based Models: Focus on more recent 
developments that combine both CNNs and RNNs/
LSTMs for image captioning. It discusses how 
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CNNs are used for encoding image features while 
RNNs/LSTMs are used for generating captions.

•	 Evaluation Metrics: Briefly touch on the 
evaluation metrics commonly used in assessing 
the performance of image captioning models, 
such as BLEU, METEOR, CIDEr and ROUGE. 
In this research paper, we are using BLEU as our 
evaluation Metrices Discuss their strengths and 
limitations in capturing the quality of generated 
captions.

•	 Challenges and Limitations: Highlight challenges 
and limitations faced by existing image captioning 
models, such as handling different domains of 
image content, generating descriptive and coherent 
captions, and scalability to large datasets.

METHODOLOGY

•	 Data Collection: We carefully Curate a diverse 
dataset of images and corresponding captions from 
reliable sources, ensuring representation across 
various domains and scenarios

	 Dataset: We trained our model with flickr8k 
Dataset, which comprises of approximately 8000 
images, and for each image there are up to five 
captions per image. The images we choose are 
from six different Flickr groups, and these images 
do not contain any well-known people or locations, 
but were manually selected to depict a variety of 
scenes and situations.

•	 Data Preprocessing: Employ robust data 
preprocessing techniques such as resizing, 
normalizing to enhance the quality and diversity of 
the data set for optimal model training.

	 We converted the text into lowercases and resized 
all the images. we also removed the additional 
spaces, special characters, and digits from the 
texts. We added startseq in the starting of each 

caption and endseq in the end of each caption that 
is generated by our model.

•	 Data Partioning: Divide the dataset into 
appropriate training, validation and testing subsets 
to ensure a reliable evaluation of the model’s 
performance and generalization capabilities.

Description Count

Total Images 8091
Training Data 7282
Testing Data 1009
Flickr8k Token (text) 40455
Flickr8k Lemmatized Token (text) 40455

•	 Model Selection: Choose an appropriate deep 
learning model architecture, such as Convolutional 
Neural Network (CNN) for the purpose of image 
feature extraction and a recurrent neural network 
(RNN).

Base CNN Architecture

A.	 Pre-trained CNNs: It leverages the power of pre-
trained convolutional neural networks like VGG16. 
These models have been trained on large image 
datasets and they can extract rich and quality visual 
features from images. 

B.	 VGG16: This is the pre-trained CNN model 
having 16 layers, which was trained in that model. 
The CNN-based VGG16 was trained with a dataset 
of ImageNet. Developed by the Visual Geometry 
Group of Oxford University. The 16 layers of 
VGG16 have 13 convolutional layers and 3 fully 
connected layers. It basically is used as the first 
stage in any image recognition processes. The fully 
connected layers in the network do predictions 
based on the characteristics learned from the 
convolutional layers. The layers use the retrieved 
characteristics as inputs for classifying input 
images to a predefined set of classes.
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CNN is a general term used in image processing 
related algorithms. CNN evolves from a very simple 
ANN. CNN gets a better outcome over images and this 
simple dense network tends to work perfectly whenever 
there are specific features used while classifying the 
image with classification work. The CNN does very 
well with some more feature inside an image and 
hence used for processing it in local features too. Since 
images are made of repeated patterns of a particular 
thing any image. It takes the images as input and then 
it understands that input for the assigned task. Among 
all, CNN has basically two functions convolution 
and pooling. In that, Convolution is used in CNN to 
determine an edge of an image and reduction of an 
image size uses pooling. It is a technique where we 
will take a small size matrix called kernel or filter, and 
after that we will move it to over our image and convert 
it according to the filter values. The formula for the 
feature map is Thus, symbols f and h denote the input 
image and filter respectively, while m, n denote the 
row and column indices of the matrix that results from:

	 G[M, N] = ([F * H])(M, N)
	 S = ∑

J
 ∑

K
 H [J, K] F [M – J, N – K]

Two main computational procedures realize the 
convolution layer calculation, performed below. The 
step is applied to calculate the intermediate value Z, 
and its addition by distortion. Next in line is a non-
linear activation g applied to the intermediate value.

	 Zi = Wi * Ai – 1 + bi

	 Ai = gi * Zi

Recurrent Neural Network (RNN)

Generally, CNNs do not perform well on sequential 
data when input data is connected. In the case of CNNs, 
there is no interaction between previous inputs and 
subsequent data. Hence, all the outputs depend solely 
on the input at that moment. Depending on the trained 
model, CNN takes the input and gives an output.

For performing tasks requiring sequence-based 
relationships, RNNs are used. RNNs have memory, 
allowing them to remember what has passed or 
happened earlier in the data. “Earlier” refers to the 
previous inputs that has passed. RNN performs best on 
textual data because textual data is interrelated or we 
can say that text data is sequential data. Basic formula 
for RNN is written as follow:

    h(t) = f (ht – 1, x(t); θ)

Here:

•	 f represents the hidden state function.
•	 h(t – 1) is the previous hidden state.
•	 x(t) is the current input.
•	 θ denotes the parameters of the function.

LSTM Network Design

LSTM is the variant of RNN. It performs much better 
than simple RNN because it offers the solution for the 
problems faced by simple RNN. Two major problems 
encountered with Simple RNN are:

•	 exploding gradient and vanishing gradient.
•	 long term dependency.

LSTM uses the gates for memory; however, gates are 
the core of LSTM. There are the following in the list of 
LSTM gates are:

•	 input gate
•	 forget gate
•	 output gate

All of them have sigmoid activation function. Sigmoid: 
Output is between 0 and 1, mainly 0 or 1. If output is 
0, then it blocks. If output is 1, then pass everything.

Number of LSTM Layers

The number of layers of LSTM impacts the capturing 
of  long-term  dependencies  in  the  image  and  more 
complex  captions  being  generated  .Experiment  with 
different configurations of layers to find a good depth 
for your application.

Size of the Hidden State

The size of the hidden state within an LSTM cell 
determines at any point in time what information 
the model can hold and process. A greater size in the 
hidden state increases reasoning but requires more 
computation.

C.	 Additionl Consideration
	 Beam Search Decoding: Beam search can actually 

be applied to explore multiple candidate captions 
and choose the best one for a scoring function, 
although it would increase diversity and general 
quality of the generated captions.
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MODEL TRAINING

After designing the model and preparing and before 
that, preprocess the data followed by fitting the data 
with Repeat the model and apply it in turn to the training 
data. The training procedure is very computer resource 
intensive, because of it this requires cycling through 
the entire training set that is available or we are using 
numerous times, and then we will estimate the loss 
function. Passing the training data set into the model 
numerous times is called epochs. Therefore, instead of 
loading the whole data set in one go, we come up with 
a new method or way that passes that data gradually 
by means of a generator, that is called Progressive 
Loading. We can see that the size of any data set is 
proportional. In terms of memory requirements. 
However, we are trying to design one of the efficient 
methods of this, and hence we will create a generator 
function that is called a data generator. This generator 
will generate a function that will accept an image array 
as input: embeddings and encoded word sequences, it 
will produce one shot encoded words one after another. 
These one-shot encoded words in addition to their 
embeddings, will feed the image progressively in two 
sets of neural networks and we will sequentially train 
the data to produce the good weights. After loading of 
data, we will come to the training of the model. Here 
we will apply 20 epochs and each of the epochs will 
contain 6000 images for training. It is to take a note to 
mention that the number of epochs that we have taken 
is on intuitive basis i.e. based on instinct and natural 
understanding. Quite fortunately, these numbers of 
epochs have proved to drastically reduce the model 
loss, and these epoch also prevent under-fitting and 
over-fitting of the model. Moreover, as we traditionally 
train our model it takes some amount of time-span, so it 
is worth of using model checkpoints which periodically 
saves the progress of model after the completion of 
each epoch. In this way, even if a process suddenly 
stops due to a reason, it resumes so that no significant 
progress gets lost. It works efficiently with its memory 
without causing a system crash even when working 
on large data sets, and one is able to get a full view 
during training and validation of loss curves, fine-tune 
hyper-parameters, and judge performance of a model. 
This would, besides monitoring validation metrics and 
applying the early stopping, give over-fitting another 
level of protection and would build a tougher model, 
potentially saving compute in later epochs.

MODEL IMPLEMENTATION

We are using CNN combined with LSTM, for 
developing an efficient model that is require to generate 
captions of the images. The model will take input as an 
image and produce text as an output. We will use Keras 
functional API model to stack the model. There will a 
total of three sections to the structure:

A.	 Feature Extractor: This one is being used to 
reduce the dimension from 4096 down to 256. 
Dropout Layer will be used here. One of them will 
add the CNN and LSTM. Its characteristic is that 
this model will predict what we are feeding into 
it, with having the photographs already been pre-
processed, we will use the Xception model without 
the final classification layer.

B.	 Sequence Processor: It processes input text 
through the Embedding layer and LSTM layer.

C.	 Decoder: We will combine all the outputs of the 
last two layers by using a dense layer to come up 
with our final predictions. The feature extractor and 
the sequence processor produce an output vector 
of fixed length. A dense layer processes them after 
combining. In the final layer, the number of nodes 
will be equal to our vocabulary size. Considering 
the words already formed and the visual context 
preserved in characteristics of the image, the 
LSTM learns to form words word-by-word. The 
model has attention features that enable it to focus 
on relevant picture areas while generating captions. 
The model updates its parameters by training on 
the paired image-caption data to give captions 
that accurately represent the content of the input 
pictures. CNN + LSTM enables the creation of 
relevant and coherent captions for pictures through 
the combination of visual feature extraction with 
sequential caption creation.
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D.	 Evaluation Metrics
	 BLEU Score: BLEU is, in fact, a statistical measure 

used to determine the quality of automatically 
generated captions through comparison with 
human-made reference captions. BLEU that 
is known as Bilingual Evaluation Understudy. 
This evaluation mechanics or matrix is widely 
used in textual generation.This is a comparison 
of the machine-generated text with one or more 
texts to those are manually written by human. 
Basically, it says how close a generated text is to 
an expected text. It is majorly used in automated 
machine translation, though it can be used with 
image Captioning, text summarization, speech 
recognition, etc. Especially in image captioning, 
BLEU score is the correctness that how close a 
generated caption is to a manual human generated 
caption of that particular image. The score scale 
lies between 0.0 and 1.0. Here 1.0 represents a best 
score and 0.0 is the worst score. We know all of 
them use BLEU score as an evaluation matrix and 
they evaluated BLEU-1 to 4 where: 

	 BLEU-1 = Precision of uni-gram matches (single 
words).

	 BLEU-2 = Precision of 2-grams (pairs of 
consecutive words).

	 BLEU-3 = Precision of 3-gram matches.
	 BLEU-4 = Precision of 4-gram matches.

Epoch 5 15 20
Loss 3.2707 2.1933 2.7436
Bleu1 0.453804 0.553867 0.51345
Bleu2 0.236148 0.335146 0.304321

MODEL ARCHITECTURE

In the above data preparation segment, we had already 
prepossessed two distinct units of data. one of them is 

image data and the other one is caption data and now 
both of them will create encoded image feature vectors 
and encoded text embeddings, respectively. Both of the 
sets represent the preprocessed data, and both should 
be able to suitable for fitting into the neural network. 
Regardless image feature vectors and text embedding 
both cannot be combined in the same input layer of a 
singular neural network. As a result of this it is essential 
to have distinct input layers for the two types of data 
inputs. Following this model, the idea of the ’merge 
model’ becomes relevant.

Merge Model

In the merge model, we will integrate two distinct types 
of encoded input data neural networks which is then 
subsequently or sequentially processed by a simpler 
decoder network to produce the next or upcoming 
word in the caption sequence. The preprocessed text is 
then taken as input into an embedding layer, followed 
by a recurrent neural network known as LSTM (Long 
Short-Term Memory). While that process continues in 
the same time the image features are processed through 
a densely connected neural network layer, followed 
by a feed-forward network, culminating in a softmax 
layer. The outputs encoded by the LSTM in the first 
neural network are combined with the encoded image 
embeddings from the second neural network in the 
second dense layer, allowing for the decoding process 
to predict the next word in the caption sequence.

Long Short-Term Memory (LSTM)

In the first network, we’re working with text data, 
so we’re using Natural Language Processing (NLP). 
For NLP, the best type of neural network is usually a 
recurrent neural network (RNN). Among RNNs, the 
long shor-term memory (LSTM) network is preferred 
because it helps in the vanishing and exploding 
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gradient problems. LSTMs can back-propagate errors 
over many time steps and have three main gates: input, 
forget, and output gates.

Model Designing

After combining all the parts inthe merge model and 
after that we will focus on making of architecture of 
neural network structure.The image feature processing 
network takes a 1D image embedding (4096 dimensions) 
as input. Next, it uses a regularization layer with 50% 
dropout to stop the model from learning too fast and 
overfitting during training. Then, a dense layer shrinks 
the 1D vector from 4096 to 256 dimensions before it 
reaches the addition layer. The text processing network 
handles a 1D text input vector (34 dimensions). It 
sends this through an embedding layer to turn words 
into word embeddings. Again, it uses 50% dropout to 
prevent overfitting while training. After that, it goes 

through anLSTM network of the same size to create 
rich detailed sentences for a given image. Once we 
have the results from both networks, we build the 
merging and decoding part of the neural network. This 
section has an addition layer to join the two outputs. 
Then, it has a dense 1D layer (256 dimensions) with a 
’Rectified Linear Unit’ activation followed by another 
dense layer of the same size with ’softmax’ activation.

RESULT

BLEU Performancez

After training the model, we try to determine the 
accuracy and efficiency of the model in generating 
the respective captions of the respective images. As 
discussed earlier in the above section BLEU metric is 
widely used to determine the accuracy and efficiency 
of word generation. We would work out the procedure 
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for generating text with the help of 1 and 2-gram BLEU 
scores. Each gram represents a different weight. Below 
are some observations on BLEU evaluation metrics on 
different BLEU gram scores.

BLEU-1 1.0,1.0,1.0,1.0 .553867
BLEU-2 0.5,0.5,0,0 .335146

Table. Comparison between original and predicted 
descriptionof images

Image Original Description
Predicted 

Description

101669240_
b2d3e7f17b.jpg

Man skis past another 
man displaying 
painting in the snow

Two people 
are hiking up 
snowy

1002674143_1b 
742ab4b8.jpg

Small grid in the 
grass plays with 
finger paints in front 
of white canvas with 
rainbow on it

Little girl in 
pink dress is 
lying on the 
side of the grass

CONCLUSION

The results have shown the successfulness of the 
deep architecture used in this research. Together, the 
CNN and the LSTM model were able to capture and 
synchronize their functions in recognizingrelationships 
between objects in an image. Therefore, this 
synchronization between the two architectures signifies 
the ability of deep learning to extract complex features 
for processing.Our experiments reveal that this method 
significantly works well towards generating an image 
caption, and this could be significantly improved 
further with the growth of dataset size and during 
training when there are even more varied images. A 
huge benefit the integration of this text-to-speech 
ability gives towards a visually-impaired individual 
to perceive surroundings much more clearly through 
clear and meaningful captions of an image.

The present model has been trained on the relatively 
compact and homogeneous Flickr8K dataset. It could 
be very interesting work in the future to train the 
model in larger and more diverse datasets, such as the 
Flickr30K and MSCOCO, which is highly expected to 
improve the robustness and accuracy of the system.
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Fundamentals of Machine Learning using Python by 
Manaranjan Pradhan and U. Dinesh Kumar is an overall 
Manual with a strong foundation in Machine learning 
using Python libraries  with practical implementation 
of theories and real-life case studies. The book broadly 
covers topics like “Foundations of Machine Learning”, 
“Introduction to Python”, “Descriptive Analytics and 
Predictive Analytics” and its advanced concepts such 
as  “Decision Tree Learning”, “Random Forest”, 
“Boosting”, “Recommender Systems” and “Text 
Analytics”. Each topic includes real-world examples 
and offers a step-by-step guide to exploring, building, 
evaluating and optimizing machine learning models. 
The authors have successfully combined theoretical 
foundations with hands-on coding exercises and have 
been able to present complex topics in an accessible 
way.

Structure and Content

The book is divided into 13 chapters, each crafted 
to flow carefully from the previous one. Chapter 1 
introduces the basic flow of ML and goes ahead to 
give a description of the fundamental applications 
of ML within industries such as finance, health, and 
marketing. This provides a very good background to 

the readers entering this domain for the first time and 
provides a broader context on how significant ML is in 
solving real-world problems.

In further chapters, the basics of Python programming 
are explained in depth; it describes the core libraries, 
such as NumPy, Pandas, Matplotlib, and scikit-learn, 
required for basic data manipulation, visualization, 
and implementation of ML algorithms. The clarity in 
explanation and progressive step-by-step description 
allow readers, regardless of whether they have 
knowledge in programming or not, to easily work 
through what is presented.

The book proceeds with the explanation of linear 
regression, logistic regression, and decision 
trees as some of the most important supervised 
learning techniques. Each concept is first explained 
theoretically and then followed by a detailed Python 
implementation on real datasets. This dual approach 
cements understanding by showing how theoretical 
principles translate into practical applications.

The class that advanced topics including ensemble 
methods on support vector machines and neural 
networks is covered with. The authors discuss very 
elaborately critical issues of the process, specifically 
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features selection and feature engineering, mentioning 
that these process steps may definitely bring a 
seriously sharp impetus to improvements of model 
performance. It covers other key techniques common 
within the general ML paradigm in unsupervised 
learning, covering such topics as clustering and the 
reduction of dimensionalities. These latter elements 
indeed contribute to presenting quite a reasonably even 
curricula of education in ML methodology.

Practical Orientation

There can be no doubt that one of the most outstanding 
no-brainers in this respect is the feature of practical 
applicability: each chapter illustrates hands-on practice 
that encourages a reader to work out what has just been 
read. There are case studies dealing with real examples, 
such as Customer Retention Analysis and Stock price 
forecasting, including ML models into which they 
might be gainfully deployed. This will no doubt mean 
that through this practical direction, the learner will 
definitely experience immediate use after learning in 
practice.

It also covers model evaluation metrics such as 
precision, recall, F1-score, and ROC curves that let 
the readers critically look into the performance of 
their models, something very important in developing 
reliable ML systems.

Scientific Rigor and Depth

From a scientific point of view, the book excels in 
introducing ML concepts in a rigorous and crystal-clear 
manner. The authors refrain from oversimplification 
and offer detailed explanations of algorithms and 
their mathematical background. For example, when 
discussing the SVMs, the book goes into an explanation 
of the idea of hyperplanes and how the kernel trick 
works for the case of non-linear separable data. The 
presence of such detailed discussions will help readers 
to get a better view of the internal structure of ML 
algorithms, thus fostering a deeper understanding.

While the treatment of neural networks is introductory, 
it lays a good foundation for further exploration. The 
coverage of activation functions, backpropagation, and 
gradient descent is well done and very fundamental to 
understand more complex deep learning architectures. 
Those who would like an in-depth explanation of deep 

learning will find this book a bit lacking and will have 
to look elsewhere in greater detail.

Strengths

The strengths in this book are as follows, which make 
it a useful reference:

•	 Accessibility: The writing style is clear and 
approachable; intractable topics are made 
understandable. The use of diagrams and tables 
further facilitates comprehension.

•	 Full Coverage: The book varies from basic to 
advanced ML techniques and hence may be suitable 
for learners in different stages.

•	 Practical Focus: The reasons why Python would 
be used for the implementation of methodologies 
discussed throughout the book bring readers, along 
with all theoretical aspects, to a very practical 
stance.

•	 Self-Contained Resource: With the basics 
included, Python can be learned by people who 
have never programmed before, hence extending 
the scope of the book’s audience.

Limitations

Despite its many strengths, the book does have some 
limitations:

•	 Advanced Topic Depth: While the book does 
introduce advanced topics such as neural networks, 
it does not go into great detail about them. Anyone 
interested in deep learning will find it necessary to 
look elsewhere for more information.

•	 Library Focus: The high usage of scikit-learn, 
though practical, does not give enough exposure 
to other ML libraries and frameworks such as 
TensorFlow or PyTorch, which are quite necessary 
in deep learning applications. Ethical Issues: There 
is no discussion of the ethical issues that may arise 
in the development of ML models; for example, 
bias and fairness. These, if included, would turn 
this book into a very important one with relevance 
to present-day ML practice, since the topics have 
been burgeoning interests of late.

Conclusion

Machine Learning Using Python by Manaranjan 
Pradhan and U. Dinesh Kumar is a perfectly balanced 
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introduction in the field of ML, combining theoretical 
knowledge with practical applications. It is very 
suitable for both beginners and practitioners. The style 
of the book is easy to understand, with comprehensive 
coverage which is practical in nature, thus enabling 
readers to build a very strong foundation in ML and 
Python programming. While it may have gone a little 
deeper regarding both more advanced topics and ethical 
considerations, it is not touching on the latter elements 

lessens neither the merit nor the potential utility that 
scholars will have with it. Educators will find it to 
be quite a reasonable textbook at an introductory 
level and for practitioners, this will be an excellent 
way of reviewing ML basics. In particular, this book 
is recommended for those at the beginning of their 
journey in ML both as a means of learning and as a 
reference.
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